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KNOWLEDGE GRAPHS AND LARGE LANGUAGE MODELS

Large Language Models based on the Transformer architecture is nowadays one of the most widely used tools in the Natural
Language Processing field. Nonetheless, this approach has some limitations and flaws. In particular, these problems become
crucial for NLP-based expert systems. The LLMs may sometimes hallucinate and provide non-trustworthy responses. We will

advocate the use of Knowledge Graphs for solving this problem.

Keywords: Knowledge Graphs, Large Language Models, Expert Systems, Natural Language Processing.

Introduction

During last several years,Large Language Models
(LLMs) come to all aspects of modern life. We use
them every day they are embedded in modern
ope-rational systems not only on computers but
even on smartphones. However the problem imme-
diately arises. Can we really trust computer's advi-
ces, when we are making our decisions? For exam-
ple, will you unconditionally trust your's computer
advices concerning your own health? In this paper
we discuss some details of LLMs, their vulnerabili-
ties and discuss, how to use them in a safe way.
Transformer architecture was recently intro-
duced in the original paper [1]. Based on this
approach many different so called LLMs have
emerged. These state-of-the-art models have revo-
lutionized various Natural Language Processing
(NLP) tasks: text generation [2], sentiment analy-
sis |3], machine translation [4-6], coding [7]
and solving various mathematical tasks [8]. LLMs
tend to show outstanding language processing
capabili-ties. However, they have some specific
limitations and vulnerabilities [2, 9-11].

In the present paper we consider a relationship
between LLMs and Knowledge Graphs (KGs)
[15]. Our aim is to advocate KGs usage to over-
come the above mentioned problems. This is espe-
cially important. when LLMs are employed in
NLP-based expert systems [12].

One of the biggest problems is that LLMs may
occasionally hallucinate responses, generating out-
puts, that are not always reliable or trustworthy
[9-12].

Such issues can be fatal in domains, where
NLP-based systems are employed to make critical
decisions or assist human experts in Medical NLP-
based systems [12].

KGs offer a well-organized repository of infor-
mation, enabling models to ground their responses
in factual data and logical relationships [15].

By combining the expressive power of LLMs
with the knowledge structure of graphs, we can
mitigate some shortcomings of LLMs. This ap-
proach can provide more reliable and contextually
grounded responses [13, 4].
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Fig. 1. LLM Flaws

Throughout this paper we explore the basic con-
cepts of both LLMs and KGs. We advocate the usa-
ge of KGs to overcome LLMs flaws.

The paper is organized as follows.

Belov 1 will discuss the problems of LLM
development and their vulnerability, and also
consider a connection between the KGs and
LLM.

Large Language Models and their
Vulnerabilities

The Transformer novel architecture revolutionized
NLP by the power of self-attention mechanisms
enabling the models to capture contextual infor-
mation effectively. LLMs lead to successful results
in various NLP tasks. These models are able to
generate human-like responses. They can process
and generate text in tasks like text summarization,
question-answering, sentiment analysis, etc. These
models were pre-trained using massive amounts of
human-written texts from the Internet. They in-
clude in specific way understanding of grammar,
semantics, and world knowledge [1, 10 -11].

Vulnerabilities of LLM:s.

While the advantages of LLMs are undeniable,
they are not immune to limitations and flaws [11]
(see Fig. 1). These weaknesses are crucial in LLM-
based real life applications:

1. Hallucinations. One of the most significant
problems of LLMs is hallucinat responses. Halluci-
nations mean that model responses may not match
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original requests [11]. We can define two types of
hallucinations (see Fig. 2). The first one is intrinsic
hallucinations, i.e., a contradiction between input
and output. The second type of hallucinations is ex-
trinsic hallucinations, i.e., an incorrect understand-
ing of the input. These non-trustworthy responses
make the model unreliable in some important ap-
plications, especially when NLP-based system must
make decisions concerning human health or life
[9—11, 14]. For example, in [12] the authors
demonstrate how novel models behaviour can be
compromised by adversarial prompting. Thus LLMs
clearly able to produce untrustworthy responses in
some situations, and that is clearly undesirable.

2. Bias and Ethical issues. LLMs are trained on
huge amounts of texts from the Internet. These
texts include all types of biases, and LLM learns
biases that present in the training data. This raises
ethical and fairness issues. Biased responses from
the LLMs can reinforce stereotypes and discrimi-
nation [10 —12].

3. Lack of Explicit Knowledge Handling. L1L.Ms
have no mechanisms to handle structured knowl-
edge or verify facts. They often generate responses
without grounding them in factual information.
This leads to misinformation and inaccuracies
[10, 11, 14].

4. Black-Box. The LLMs are the so called Black-
Box models. It means they represent their know-
ledge implicitly in their parameters. There are a
huge amount of intrinsic parameters (approxi-
mately 10°-10').
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Steven's brother is Bob.
Bob's father is Patrick.
Who is Patrick's father to Steven?

Patrick's father is Steven's
uncle

Fig. 2. Two types of LLM hallucinations

Therefore, human being is physically unable to
treat these parameters [10,11, 14].

5. Language dependency. The data in the Inter-
net sometimes have contradictory meaning within
the different languages. This evidently leads to mis-
takes in the output [11] (see Fig. 3).

As we can see on figure responses of LLM are
different for English and Ukrainian language re-
quests. Moreover we can see that LLM (here chat-
GPT 3.5 was used) poorly understands Ukrainian
grammar and has made couple of mistakes.

6. Computational Intensity and Resource Require-
ments. The big size and computational demands of
LLMs lead to practical challenges. Training and
fine-tuning of these models require substantial
computational resources. This limits LLMs’ ap-
plications for small organizations and individual
researchers [10, 11].

Implications for NLP-Based Expert Systems.

The vulnerabilities and limitations of LLMs
become especially critical when these models are
integrated into NLP-based expert systems. Expert
systems are designed to provide reliable and infor-
mative responses. A presence of hallucinations,
biases, and inaccuracies are unacceptable in this
case. Hence, addressing these issues is
imperative to ensure responsible deployment of
these NLP-based expert systems.

In the next section, we explore how KGs can
serve as an effective solution to reduce these vul-
nerabilities in LLMs. By combining the strengths
of LLMs with the structured and semantically rich
representation of KGs, it is possible to enhance the
reliability and trustworthiness of the NLP-based

eV additional information

WMHow many sides does
triangle have?

All triangles have three
sides and two faces

solutions, particularly in the expert systems do-
main.

KGs and Their Synergy with LLMs

In this section we consider KGs and evaluate their
synergy with LLMs. We demonstrate that this rec-
tifies the inherent shortcomings of LLMs when ap-
plied to NLP scenarios.

KGs are structured compilations of knowledge
that encapsulate facts, entities, and the intricate
relationships between them in a graphical format.
Each node in this graph denotes a specific entity,
while the edges carve out the relationships or con-
nections between these entities. By offering a con-
crete representation of information, KGs stand in
contrast to the unstructured and vast data LLMs
typically navigate [15]. One of the distinctive fea-
tures of KGs is their ability to provide structured
and contextually rich information. Unlike unstruc-
tured text data, KGs offer a structured framework
that models real-world interconnections between
distinct entities. This structure is good for precise
and reliable knowledge representation, making it
an ideal complement to the sometimes ambiguous
and ungrounded responses generated by LLMs.
Fusion of LLLMs with KGs holds significant prom-
ise for improving the reliability of NLP-based
systems. By incorporating KGs into the decision-
making process, LLMs can tap into a curated and
validated source of knowledge, reducing the likeli-
hood of generating hallucinated or factually incor-
rect responses [13, 14]. KGs offer means to con-
textually ground responses generated by LLMs (see
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Fig. 3. Language dependency

Fig. 4). When faced with a query or task, LLM can
consult KG to cross-check facts and verify rela-
tionships, ensuring that their responses align with
established knowledge. This fact-checking capa-
bility is invaluable in scenarios where accuracy and
trustworthiness are paramount, such as medical or
legal NLP applications [12]. Furthermore, struc-
tured metadata in KGs can highlight the origin,
quality, and reliability of the information they con-
tain. This transparency can be leveraged to make
LLMs' decisions more explainable and justifiable,
addressing the black-box nature of these models to
some extent.

Enhancing Knowledge Handling Capabilities of
LLMs:

KGs provide an organized and easily acces-
sible source of explicit knowledge. By interfacing
LLMs with KGs, these models can access factual
information without relying solely on their inter-
nal parameters, thus improving their ability to
produce informed responses. This also overcomes
the limitation of LLMs regarding lack of explicit
knowledge handling, as the structured nature of
KGs ensures that the provided information is both
accurate and contextually relevant [13].

Addressing Language Dependency:

The multilingual nature of some KGs can help
address the language dependency issue of LLMs.
By referencing KGs, LLMs can cross-verify infor-
mation across different languages, ensuring that
the generated responses are coherent and culturally
appropriate. Moreover, KGs can serve as a bridge
to understand context and semantics across lan-
guages, aiding LLMs in delivering accurate trans-
lations or responses in multilingual scenarios.

Mitigating Bias and Promoting Fairness:

KGs can also play a role in addressing bias and
promoting fairness in NLP systems. By curat-
ing the KGs with diverse and representative data
sources, we can reduce the risk of perpetuating bi-
ases present in training data. Additionally, KGs can
provide guidance to LLMs in generating unbiased
and contextually appropriate responses.

Efficient Computation and Resource Utilization:

While LLMs are computationally intensive,
KGs, by their structured nature, can simplify cer-
tain computational tasks. For example, a direct
lookup in a KG can provide quick answers to fact-
based queries, reducing the need for LLM to en-
gage in extensive computations. This synergy can
lead to more efficient resource utilization, making
it feasible for smaller organizations or researchers
with limited computational resources to deploy
powerful NLP solutions.

Strengthening LLMs in Expert Systems:

In domains such as medical diagnosis or legal ad-
visories, the integration of LLMs with KGs ensures
a two-fold verification system. LLM can generate a
response based on its vast training data, while KG
can serve as a fact-checking layer to validate the re-
sponse. This ensures that the information provided
is both contextually grounded and factually accu-
rate, enhancing the trustworthiness and reliability
of the expert system.

Beyond Textual Knowledge:

KGs are not limited to textual information. They
can represent a wide range of data types, including
images, audio, and structured data. This versatility
enables LLMs to leverage KGs for a more compre-
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hensive understanding of the world, making them
suitable for multimodal NLP tasks
Future Directions and Challenges:

While the integration of LLMs with KGs offers
many advantages, it is not without challenges. One
key issue is ensuring the seamless interplay between
the LLM and KG. Strategies must be developed to
efficiently query KG during LLM's decision-ma-
king process. Moreover, as KGs evolve and expand,
mechanisms to update and synchronize the know-
ledge with LLM are crucial. Ensuring KGs' qua-
lity and comprehensiveness is another challenge,
as outdated or incomplete graphs can compromise
LLM's effectiveness.

Summary and Conclusions

This paper provides a detailed examination of the
synergetic relationship between LLMs and KGs.
It is shown that the usage of KGs can overcome
the inherent limitations of LLMs and enhance
their performance in NLP tasks. We establish an
impact of the Transformer architecture on vari-
ous NLP tasks. LLMs have great capabilities of
natural language understanding. However they
also have some vulnerabilities such as hallucina-
tions, biases, black-box nature, language depen-

Answer

based on information

Query

dency, and high resource requirements. These
limitations become particularly problematic in
NLP-based expert systems, where the accuracy
and reliability of information are crucial. We then
introduce KGs as a structured form of knowledge
representation. This is considered as a potential
way for a suppression of the above mentioned
vulnerabilities. We try to demonstrate that KGs
can aid LLMs in producing more reliable, fac-
tual, and contextually grounded responses. With
the help of KGs, LLMs can reference a verified
knowledge base, reducing the risks of hallucina-
tions and inaccuracies. This is mostly important
for enhancing the trustworthiness of outputs in
sensitive applications such as medical and legal
advisory systems. We further discuss that KGs can
address the challenge of the language dependency
in LLMs by providing a cross-linguistic reference.
A role of KGs in reducing biases and promoting
fairness is also highlighted. We suggest that the
nature of KGs can lead to better computational
resource management. The combination of LLMs
and KGs is especially good for the expert system
needs. Moreover, KGs' ability to store various
data types opens the way for some more advanced
multimodal NLP tasks, expanding the horizon for
LLMs applications.
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In conclusion, while an integration of LLMs  novel strategies for the better and more robust KG
with KGs is promising, it is not an easy task to cre-  generation from text.
ate and maintain such combined systems. We firm-

ly advocate for a combination of LLMs and KGsas ~ Acknowledgments. 1 am thankful to Profs. Ole-
a pathway to more robust, accurate, and fair NLP xander Marchenko for the scientific leadership and

solutions. In my future research I plan to develop Mark Gorenstein for helpful advice.
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I'PA®U 3HAHD TA BEJIMKI MOBHI MO EJII

Beryn. Benuki moBHI Moneni (Large Language Models - LLM), 3acHoBaHi Ha apxiTekTypi Transformer, Ha CbOrofHi €
OMHVMH 3 HaMIIMpIe BUKOPUCTOBYBAHUX iHCTPYMEHTIB y Taiy3i oOpoOKu mipupomHoi moBu (Natural Language
Processing - NLP). Tlporte 1eii miaxin Mae meBHI 0OMeXXeHHS Ta HeIOMIKU. 30KpeMa, Ii Mpo0IeMH CTaloTh KPUTUIHUMU
IUISl eKCIEPTHUX CUCTEM, 3aCHOBaHUX Ha NLP. LLM iHoAi MOXYTbh reHepyBaTH MOMUJIKOBI Ta HEHaAilHiI Bianosini. Y
po0OTi MM OOIrPYHTOBYEMO BUKOPUCTAHHSI CTPYKTYypoBaHUX rpadiB 3HaHb KG 1151 po3B’sA3aHHS Li€l MPOOIeMU.

Meta. OcHOBHA MeTa CTaTTi - JOCTIIUTH B3aEMO3B'SI30K Mixk LLM Ta cTtpykrypoBaHUMU Tpadamu 3HaHb KG, a TaKOX
TOKa3aTH, SIK Tpady 3HaHb MOXYTh JOTIOMOTTH PO3B’s13aTH TIPOOIeMU, TIOB's13aHi 3 LLM, 30Kkpema y eKCIIepTHUX CUCTe-
Max. MM apryMeHTyeMO, 1110 OENHAHHS eKcnpecuBHOI cunu LLM 3i cTpykTypoto 3HaHb rpadiB KG Moxe 3a0e3MeunTn
HaAifAHILI Ta KOHTEKCTYyaIbHO TOUYHIIIi BiAMOBIIi.

Metoau. Po3risiHyTo iHCTpyMeHTapiii moOynoBU rpadiB 3HaHb Ta BETUKUX MOBHUX MOZEJIEH.

Pesynbratu. JleTaabHO PO3IJISIHYTO CUHEPTETUIHUM 3B’ 30K MiXK BEJIMKUMU MOBHUMU MoaensimMu LLM Ta rpacdaMu

3HaHb KGs. [lokazaHo, 1m0 BuKopuctaHHs KG MoXe IOAOJIaTU BJIACTUBI oOMexXeHHs LLM Ta MiIBUILUTU iXHIO
MPOAYKTUBHICTD Yy 3aa4ax 00poOKU MpUpoaHOI MOBU. BecTaHoBlieHO BIIUB apXiTekTypu Transformer Ha pi3Hi 3aBIaHHSs
NLP. LLM MatoTb BeJIMKi MOXJIMBOCTI PO3yMiHHS TPUPOAHOi MOBU. OMHAK BOHU TaKOX MAIOTh JIesIKi BPa3IuBi Miciis,
TaKi, K TaJlolMHALIil, yrepeaKeHHs, TPUpoaa YOPHOI CKPUHBKHU, 3aJIEXKHICTh Bil MOBU Ta BUCOKI BUMOTH JIO0 PECYpCiB.
Lli oOmexeHHd cTaloTb 0COOIMBO MPOOIEMATUMHUMU B €KCIIEPTHUX CUCTEMaX Ha OCHOBI NL P, e TOUHICTb i HailiHICTh
iH(opMmallii MalOTh BUpilllaJibHe 3HAYEHHSI.
BuchHoBku. BHacinok 3ailiCHEHOro MOCIiIKEHHsI 3po0JeHO BUCHOBOK, IO 3ampornoHoBaHa iHTerpaiist LLM i3 KG
MOXe€ MPU3BOAUTHU J0 OUTbII HAMIMHILIKMX, TOUHIIIMUX i CIpaBeIMBIILIMX pilieHb NLP, ajle CTBOPUTU Ta MiATPUMYBATH
Taki KOMOIHOBaHiI CUCTEMHU JOCUTh HEJEeTrKo. Y MaiOyTHiX JOCIHIIKEHHSX IUIAaHYEThCSI PO3POOUTH HOBI cTpaTerii st
Kpauioro Ta HaaiiHimoro crBopeHHs1 KG-TEeKCTiB.

Karouogi caosa: epaghu 3namns, eeauxi MosHi modeni, excnepmHi cucmemu, 06pooKa npupooHoi mosu.
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