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ENHANCING ONLINE SEARCH SECURITY THROUGH BAYESIAN
TRUST NETWORK IMPLEMENTATION

The article focuses on the development of an information search and protection system based on a Bayesian trust network as a
measure of document relevance to the user's query. The result is the development of search system structures and algorithms with
relevance evaluation when searching the Internet, the implementation of data transmission with an adaptive database for storing
decisions. If the need arises, when the goal set before the user cannot be achieved without involving additional information, the
adaptive database sends a request to the search system, which in turn collects the necessary information. Mathematical formal-
ization of the definition of relevant decisions was carried out. A graph was modelled, which was built based on Bayesian Trust

Networks (BTN) in the GeNle application package.
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Introduction

In today's era of rapidly growing internet and the
proliferation of information sources, finding rel-
evant information has become increasingly chal-
lenging. The sheer volume of data available online
makes it difficult for traditional search algorithms
to effectively navigate and deliver accurate results.
This is where Bayesian networks come into play,
offering a powerful solution for improving the ef-
ficiency of information search on the internet.
Despite their effectiveness, the implementation of
Bayesian networks in real-world applications has
been limited thus far, with much room for further
development and refinement. In this article, we
aim to address this issue by exploring the potential
of Bayesian networks for improving information
search in the internet and highlighting current best
practices in their usage [1].

The availability of vast amounts of information
on the internet has led to the increasing need for
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effective information search systems. The tradi-
tional search engines, while being useful, have lim-
itations in accurately providing relevant informa-
tion to users. In recent years, Bayesian Networks
(BNs) have been gaining popularity as a tool for
improving the effectiveness of information search.
BNs are probabilistic graphical models that rep-
resent the relationships between variables and the
uncertainties associated with them. They are well
suited for information retrieval as they can capture
the probabilistic dependencies between query and
documents, as well as the uncertainty of the user's
information need [2].

Development of a Mathematical
Model of the System

Let there be a certain number of documents that
have been obtained from the Internet network.
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Fig. 1. Bayesian network for calculating the relevance of decision making

Each document has certain characteristics with
various attributes that are inherent to certain docu-
ments. In the search system, the required keywords
are specified that characterize the information that
needs to be found. The set of keywords and criteria
is called a search query [3].

The degree of correspondence of each specific
document to the query is called the relevance of
the document to the query. The task of the search
system is to present the user with the most relevant
results that match his query as much as possible.

Therefore, it is necessary to construct an intel-
lectual system that allows to assess the degree of
relevance of each document to the given query. The
degree of relevance is a number, based on its value,
documents can be sorted by relevance. This num-
ber should have the following parameters:

= a non-negative real number;

= the degree of relevance will be higher, the high-
er the relevance itself of the document to the query;

= the degree of relevance should be expressed in
a quantitative form that allows to perform math-
ematical operations with it.

A Bayesian network is used for modeling do-
mains that are characterized by uncertainty. This

uncertainty can be due to a lack of understanding
of the domain or a combination of given factors.

Practical Implementation

The following factors that influence the relevance
of a search document were identified in the imple-
mentation of the system [4]: The factors listed in
Table 1 are represented as nodes in a Bayesian net-
work, each of which can take corresponding states
and are given tables of conditional probabilities for
these nodes. Upon receipt of a search query, the
system performs a calculation of each factor for
each keyword and carries out the propagation of
the corresponding calculated probabilities in the
network. The result of the work is the probability
P(C|F,F,..F,) for each available document D,
which is the measure of the relevance of the docu-
ment to the query [5].

If P(C=c¢ |F,FE..F,)>P(C=c,|F,F,.F)
then the document is relevant to the query, that is

P(C=c¢ | F,F,..F,)>0.5),then DeC,. (1)

Documents that satisfy the decision rule (1) are
passed to the dynamic subsystem with a standard-
ized measure of relevance.
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Table. Factors Included as Nodes in the Bayesian Network

Factor | Distinguishing states Explanation
Inclusion of a keyword Inclusions The presence of a keyword in the position
1) 0 inclusions The presence of a keyword in the position title in-

Inclusion of a keyword in the docu-

2) 1 and more inclusions creases the relevance of the searched document; ab-
ment header.

sence reduces relevance

1) 0 inclusions The presence of a keyword in the summary (the first
2) Exactly 1 inclusion 25 words of the article) increases the relevance of the
article; absence does not change relevance

Inclusion of the keyword in the brief
description of the document

Multiple occurrences of the keyword 1) Less than 2 inclusions The inclusion of the keyword in the summary two or
in the brief description of the docu- 2) 2 and more inclusions more times increases the relevance of the article
ment

The number of inclusions of the key- 1) Less than 2 inclusions The presence of a keyword in the text 2 or more
word in the searched text 2) From 2 to 7 inclusions times increases the relevance of the query (non-lin-
3) More than 7 inclusions  early, according to the discrete values of the factor

€7, 37«4 57«67, “7 and more”); the pres-

ence of exactly one occurrence does not change the

relevance, the absence of occurrences reduces the

relevance
The position of the keyword in the The value ranges from The position of the word in the text of the document
text of the document 0.6086 to 1 is represented by a number from 0 (the end of the

document) to 1 (the beginning of the document); a
larger value of this number increases the relevance
(non-linearly, by continuous values of the factor)

The number of occurrences of 1) 0 inclusions The presence in the position title of a phrase (in big-

bigrams (pairs of words) in the title 1. 2) 1 and more rams) that coincides with a phrase of two keywords

of the document inclusions increases relevance; the absence of a phrase does
not change the relevance

The number of occurrences of 1) 0 inclusions The presence of bigrams in the full text of the article

bigrams in the full text of the search ~ 2) From 1 to 4 inclusions (summary + text + skills) by 1 or more times in-

document 3) more than 4 inclusions  creases the relevance of the document (non-linearly,

according to the discrete values of the factor “17,
“27,%3” “4 and more”); the absence of a phrase
does not change the relevance of the document

The TF*IDF factor value for the 1)0 A higher value of the factor TF * IDF [6], which
keyword 2) Values range from 0 to 4  takes into account the frequency of occurrence of
2) A value greater than 4 the keyword (TF) and the weight of the word in the

document (IDF), increases the relevance of the
document (non-linearly, according to continuous
values of the factor in the interval from 0 to 4, with
the value “4 and more” - maximum); a value of 0
does not change the relevance of the document

Date of publication of the article Values in the interval from  The factor represents the number of days that have
0 to 50 (days) passed since the publication of the article to the cur-
rent (today's) date. A higher value of the factor re-
duces the relevance of the document (non-linearly,
according to discrete values “17, “2”, ... “49”, “50
and more”); the value 0 (“today”) does not change
the relevance of the article
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Fig. 3. The general structure of the search engine
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P

Modelling the Operation of the Sys-
tem on the Genie 2.0 PPZ

Based on the calculations, it is possible to construct
a generalized graph for determining the probability
of the normalized measure of relevance of a search
query, which is shown in Fig. 1. Modeling work in
the Genie 2.0 program is shown on Fig.2.
Determination of the probability begins with the
entry of information into the network on nodes of
external factors and the results of ranking on nodes
of personal factors. Let the values shown in Fig. 2
be known at the time of starting the calculations.

Ranking Function

The ranking function for search is one of the first
ways to implement a probabilistic search model,
but it already uses several features of the document
and query, such as the length of the document and
query in words, the frequency of the query text in
the document, etc. This function was built manu-
ally: the specific formula and numerical values of
the parameters were obtained by the authors based
on the semantics of the used features [7].

Many authors propose a large number of query
and document features that may be useful for rank-
ing, such as the ratio of incoming and outgoing
links of the document, the length of the URL, the
age of the document, and many others. Any model
of user behavior actually adds another feature for
the ranking function. Modern search systems use
several hundred different features for ranking, so
manual construction of the ranking function is
simply impossible.

Today, the most popular method for building
a ranking function is based on machine learning.
Pairs (query, document) are input into the sys-
tem as vectors of their features, and a training set
is formed based on expert assessments. The rank-
ings of the function are automatically built based
on this information and a certain type of machine
learning method. Depending on the type of assess-

ments provided by the experts, several approaches
are distinguished.

1. Pointwise. Each (query-document) pair is as-
signed its own assessment. If the assessment is cate-
gorical, the classification task arises it is necessary
to predict the class for (query-document) pairs; if
the assessment is numerical, the regression task.

2. Pairwise. For document pairs corresponding
to one query, experts provide “pairwise preferen-
ces” which document is more relevant to the query.

The General Structure of the System

The structure of the developed search system is
shown in Fig. 3.
General principle of operation:

- there is an information need, which comes in
the form of a signal from an adaptive database. It
arises in the case of an insufficient knowledge base
and for the further search for alternative answers;

- the search engine itself reacts to the incoming
signal, after which it starts;

- after starting the search engine, the request
is sent for special processing: checking for errors,
which are checked with a regular expression;

- then the search is carried out on previously spe-
cified web pages. With the help of ranking, the search
engine checks any textual content on the page;

- if no matches are found, the search engine
turns to general Internet resources and conducts a
second search there;

- the next block evaluates the results using the
Bayesian trust network method;

- in the future, the results are recorded in html
format and transferred to the dynamic web subsys-
tem;

- after the specified operations, the dynamic web
subsystem transfers the result to the adaptive data-
base.

Protection of user’s personal data in the informa-
tion search process:

The developed system implements the function
of blocking the use of cookies, which ensures the
anonymity of the user.

With this feature, the user's browser does not
leave footprints on websites. Accordingly, the user
will be protected from the use of cookies, tracking
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Fig. 4. The algorithm of the developed secure data search system in the Internet

pixels of social networks and other privacy inter-
ventions while browsing the website.

Unnecessary metadata, including IP address
and other user-identifying information, is auto-
matically removed from a user's request during a
search. The anonymized search query is then sent
to the server, which returns the search results [8].

The algorithm of the developed search system con-
sists of such main stages:

1. Ensuring the protection of the user's personal
data by anonymizing the search request.

2. Carrying out an initial search for information
on the Internet using the Sphinx search engine.

3. Ranking and additional processing of primary
search results using implemented algorithms using
the Bayesian trust network.

Fig. 4 presents the flowchart of the algorithm's
operation.

Conclusion

In this paper, the authors present the development
of an information search and protection system
based on Bayesian network of trust. The proposed
system aims to improve the relevance of document
retrieval by incorporating trust-based relationships
between the user and the information sources. The
system is designed to address the limitations of tra-
ditional search engines by providing more accurate
results based on the user's needs and trust in infor-
mation sources. The authors have formalized the
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relevance determination process mathematically
and have modeled the trust network using a Bayes-
ian network. The proposed system has been imple-
mented and tested, showing promising results in
improving the relevance of information retrieval.
In the field of information retrieval, the use of
BNs has gained traction as a means of improving

the effectiveness of information search. The pro-
posed system is a valuable contribution to the field
as it demonstrates the potential of using BNs for
trust-based information search and protection. The
results of the study provide insights into the prac-
tical applications of BNs for information retrieval
and the potential for further research in this area.
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MIABUIIEHHSA BE3MEKHW MOIIYKY IHOOPMALLIT B MEPEXI IHTEPHET
[IIAXOM BITPOBAJIKEHHS BAMECIBCHKOT MEPEXI IOBIPU

Beryn. Y cyyacHy enoxy WIBHUAKOTO 3pOCTaHHSI [HTEpHETy Ta MOLIMpPEeHHS Jxepes iHdopMalii MollyK BilMOBiIHOI
indopmarii crae memani cknaaHimmM. BenudesHuii oOcsr maHux, HOCTYMHUX B [HTepHeTi, yckianHioe eheKTUBHY
HaBiraliro Ta HaJaHHsS TOYHMX pe3y/bTaTiB TPAAULIHUM TTOLIYKOBUM ajroputMmaM. baiiecoBchbKi Mepeski MpONoOHYIOTh
MOTYXKHE pillleHHs ISl MiABUILIEHHS e(peKTUBHOCTI NolyKy iHdopmauii B IHTepHeri. [Tonpu Ha iXHIO e(EeKTUBHICTb,
peaJtizaliisi 0aileCiBCbKMX MePeX Y peaJibHUX J0JaTKax Hapa3i OyJjila 00MeXeHOl0, 3 BEJIMKUM MTPOCTOPOM JIJISI MOJAJIbILIOTO
PO3BUTKY Ta BIOCKOHAJIEHHSI.

Merta crarri. MeTo1o cTaTTi € HOCHIIUTA MOTeHLian 0alleCiBCbKUX MEpEeX Ul MOKPaleHHsl MOUyKy iHdopMauii
B IHTepHeTi Ta BUCBITIMTU CydyacHi Kpallli TpaKTUKM BUKOPMCTaHHS IIMX Mepex. [1oOymoBa Ha OCHOBI OTpMMaHUX
pe3yJbTaTiB AOCiIKEHHSI TPOTOTUIT CUCTEMU TMiABUILEHHS O€3MeKHU MoIIyKy iHhopMallii B Mepexi IHTepHeT.

Metoau. CucteMHMI TiAXia, aHai3.

PesynbraT. 3amporioHOBaHa CUCTeMa Ma€ Ha MeTi IMOKPAIIUTH PeJIeBaHTHICTh ITONIYKY ITOKYMEHTIB 3aBISIKU
3a0e3MevYeHHIO JOBipUMX BiTHOCUH MiX KOPUCTYBaueM Ta axepeiaamu iHdopmaitii. Cuctemy po3po0JieHO ISl YCyHeHHST
00MeXeHb TPaaULiHHUX TOLIYKOBUX CUCTEM, Halalouu TOUYHIII pe3yJbTaTi Ha OCHOBI MOTPed KOpUCTyBavya Ta JA0BipU
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o Jkepen iHgopwmalii. ABTopyu MaTeMaTUYHO (hopMalli3yBajIM Mpollec BU3HAYEHHST PEJIEBAHTHOCTI Ta 3MOICIIOBAIN
TOBipYy Mepexy 3a JIOMOMOTolo 6aifeciBChbKO1 Mepexi. 3ampornoHOBaHy crcTeMY OyJI0 BIIPOBAIKEHO Ta BUTIPOOYBaHO, i
BOHA Iokasaja 6araToHaailiHi pe3yJbTaTy 11010 MiABUILEHHS aKTyaJIbHOCTI MOLIYKY iH(dopMallii.

BucHoBku. Y cdepi iHpopmalliiiHOro mouryky BUKOpUCTaHHS BN HaOyao TOIIMPEHHS SIK 3aci0 MiABUILIEHHS
e(eKTUBHOCTI MOIIYKY iH(popmaliii. 3arpornoHoBaHa CUCTEMA € LIIHHUM BHECKOM Y 1110 chepy, OCKIJIbKY BOHA IEMOHCTPYE
MOTEeHIliaJl BUKOPUCTaHHS BN IJist TIOIIYKY Ta 3aXucTy iHdopMallii Ha OCHOBi JOBipU. Pe3ynbrat 1OCTiIKeHHS 1al0Th
3MOTY 3pO3yMiTU MPAKTUYHE 3aCTOCYBaHHS BN s nouyKy iHdopMallii Ta MOTeH il Ui HOJAIbIIUX JOCTIIKEHb Yy il
rauysi.

Karouoei caosa: baiiccoscoki mepedici dosipu, nowyk 6 I[nmepnemi, peilmune peneeanmuocmi, 00podKka 3anumis,
KoHghidenuyitinicmo 6 Inmepremi.
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