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ALGORITHMS FOR SEPARATING THE SUM OF VIBRATIONS
AND IDENTIFYNG THEIR SOURCES

The situation is considered when signals from vibrating objects propagate in an elastic medium and are registered by several
sensors remote from each other. The task is to interpret the registered signals in the form of the sum (superposition) of several
components. It is assumed known (for physical reasons) belonging the structure of components to one of the types, namely — to
harmonic oscillations with certain laws of change in frequency and amplitude. The algorithms of interpretation of the total signal

are investigated, their speed and accuracy are estimated.

Keywords: seismic waves, wave package, superposition principle, division of the signal into components, identification of signal

sources.

Introduction

There are many practical situations where an inves-
tigated object vibrates and the waves from these vi-
brations propagate in an elastic medium and can be
measured by sensors placed in certain coordinates
at a distance from each other. The task is to distin-
guish waves from different sources (each object can

emit several wave packets of different frequencies),
to determine the position of these sources and their
properties. In this paper, the general structure of
the system for solving these problems is considered.
The main focus is on the problems of separating
the total signal received on sensors from different
sources into components of a certain structure.
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Figure. Scheme of registration and interpenetration of seis-
mic waves

The General Structure of the
Vibration Interpretation System

The general formulation described in the introduc-
tion also includes the practical task of building a
security system that registers seismic waves pro-
pagating over the soil surface from moving objects
and identifies them. Further, using this example,
the problem of separating signals and identifying
vibration sources will be considered. When consi-
dering, we will take into account the peculiarities
of both the sources themselves and the propaga-
tion of seismic waves over the soil surface, but the
general structure of the algorithms can be used for
other similar practical situations. The scheme of
registration and interpretation of seismic waves,
shown in Figure, is also quite common. Further, its
components are considered.

Sensors. Seismic wave sensors are placed in fixed
coordinates on the soil surface. Distances between
sensors are chosen for the following reasons: the
shorter the distance between the sensors, the more
similar the signal they registered will be (which is
desirable for its separation and identification of
sources), but lower accuracy in determi-ning the
delays of the same signal front on different sensors,
which reduces the accuracy of determining coor-
dinates. In particular, the work [1] examines the
placement of 4 sensors in the vertices of a square
on the soil surface with a side length of 20 meters.
The following requirements for the sensor system
are important:

— the coefficient of transmission of sensors for
the frequencies of the input signal, within the range
allocated for measurement, must be the same. That
is, the ratio of the amplitudes of the selected fre-

quency band (other frequencies are filtered) that
come from the source should not be distorted by
the sensors since they contain information about
the source;

— to get a signal from the sensor without distor-
tion, the amplitude characteristic of the sensors
should be linear. The very environment transmit
significant mechanical vibrations with non-linear
distortions that are usually not taken into account
when processing. Accordingly, the upper limit of
the input signal of the sensors, where it is desirable
to maintain the linearity of its amplitude charac-
teristic is limited to this indicator for the environ-
ment.

Digitization Unit. Sensors usually registere a
weak signal in analog form. For processing on a
computer, signals from sensors must be converted
into a digital form, which is carried out by a digiti-
zation unit (DU), the main element of which is an
analog-to-digital converter (ADC).

Before digitization, signals from sensors must be
filtered from needless frequencies whose limits is
set from the following considerations:

- higher frequencies fade faster when propagated
in the medium, which means they may not reach
the sensors from sources outside a required dis-
tance — too high frequencies cannot be used to de-
tect such sources, so they should not be processed;

- higher frequencies require higher ADC sam-
pling frequency, and therefore higher processing
speed. With insufficient handler power it is worth
refusing to use too high frequencies;

- identifying a source based on low frequencies
requires more time (at least the algorithms described
below suggest just such a dependence). Having set
the minimum time to identify the source (for ex-
ample, 1 second) and the number of oscillations in
the signal that are needed to detect the presence of a
source (for example, 10 periods), we determine the
lower limit of the desired frequencies (we get 10 Hz).

High frequency filtering usually occurs immedi-
ately before the ADC to get rid of additional high
frequencies, which appear as noise in the process of
transporting signals from sensors to DU.

Filtration of lower frequencies, in particular
when using piezo sensors, can be provided directly
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at the output of the sensor: the greater the load re-
sistance, the lower the frequencies which is left [2].

Digitization should take place in parallel for all
connected sensors. That is, it is necessary to ob-
tain n numbers that characterize the measurement
of the signal of each of the n sensors in the same
discrete of time.

Interpretation Unit. Measurement data must be
accumulated over a period of time; the greater the
number of measurements compared in the process
of their interpretation, the better the result can be
achieved. On the other hand, the time of accumu-
lation of measurements is one of the components
of the delay in identifying the source of vibrations
and therefore it is necessary to determine its com-
promise value.

A similar delay for the accumulation of a mea-
surement packet is appeared when transferring
measurements from the DU to the interpretation
unit (IU), if they are located at a long distance.
Transmitting a stream of measurements to an [U
located at a considerable distance from the DU will
allow the 1U to work with multiple DU's and cover
a large area of observation.

It may be acceptable to refuse to transfer mea-
surements over a long distance and combine U
and DU in one microcontroller. Let's try to justify
such a decision:

- the capabilities and power of modern non-ex-
pensive microcontrollers allow you to perform pro-
cessing which 1U needs quickly enough; they are
small in size, can be powered by a battery for a long
time without recharging, can transmit the results of
processing over a wired (Ethernet) or over wireless
(WiFi) network. That is, the microcontroller can be
placed next to the sensors and work autonomously,
providing information about the sources of vibrations
for mobile users at a distance of the wireless network;

- it is possible to cover large areas by observation
not only by connecting several DU to one 1U, but
also by combining IU into a network. It is enough
for the user to connect to one IU in order to ob-
tain information about source, which observed by
at least one of the U, distributed over the territory.
To do this IUs exchanges measurement processing
results and deliver information to the user in the
area of his interest;

- implementation of DU and IU in one micro-
controller completely eliminates the need to accu-
mulate a measurement packet for its remote trans-
mission, and hence the delay associated with the
accumulation of such a packet. Measurements after
ADC can be perceived without delay by the micro-
controller in interrupting from the timer asynchro-
nously to the processing. The time spent on inter-
ruptions can be neglected because their frequency is
equal to the sample rate of the analog signal is much
(thousands of times) less than the frequency of the
microcontroller processor. Read measurement val-
ues from ADC fill the buffer for processing at the
rate of measurements — without delays.

- data transmission over distances occurs only
after their processing — IU transmits only the re-
sults of measurement processing to users and, pos-
sibly, to other IU when they are combined into a
network. The digitized flow of measurements, the
dimensions of which are much larger than the re-
sults of its processing, is processed at the place of its
occurrence — after the ADC. Thus, network traffic
is significantly reduced compared to the option of
remote DU and IU.

Given the preferences specified of association
DU and IU, in the future we will orient ourselves
for such a decision.

Operator. The operator (group of experts) sets
the parameters for the operation of DU and IU,
in particular, the sample rate of measurements,
the number of levels of discretization of signal, the
coordinates of sensors, the speed of wave propaga-
tion, data for signal recognition, etc., and starts-
stops the session of its operation. Evaluations and
calculations of parameters are carried out based on
the results of interpretation of measurements ac-
cumulated in previous sessions.

Users. Users of the system we will call execu-
tive devices that respond to certain situations in
the observation zone, and programs that reflect the
results of the interpretation of measurements in a
form convenient for human perception. In particu-
lar, such programs can be hosted on several remote
computers (including mobile ones) and receive
information from the IU via WiFi and Ethernet.
Users can receive information about the vibrating
sources that are in the observation zone of all Uls
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connected to the network. The program for ar-
chiving the results of IU's work in order to analyze
them by the operator, to adjust the parameters of
the next session we also consider as a user.

Algorithm for Separating the Com-
ponents of the Total Signal

Streaming Processing of Measurements. Measure-
ment processing should take place in real time —
with minimal delay and at the pace of their receipt.
To do this, IU implements two separate processes:
reading and processing, which have a common
memory area — n cyclic buffers (CB) , one for mea-
surements from each sensor.

Reading:

- starts by interruption from the timer, reads
measurements from ADC (from all sensors almost
simultaneously);

- distributes measurements to the CB of the cor-
responding sensors and adds them on free space to
those previously recorded. When the end of the CB
is reached, the data is written from its beginning to
the place that is released after they are processed.

Processing:

- launched by the operator at the beginning of
the IU session, asynchronously interrupted to re-
cord the next measurement (of all sensors) by the
reading process and completed by the operator
with the corresponding command;

- in parallel processes measurements of all CB
and creates a list of sources of vibrations with their
coordinates and belonging to classes;

- frees CB from processed data to fill them with
new measurement during the reading process;

- transmits information about the detected
sources to users.

Processing must have time to release CB before
it is filled with new measurements. The dimensions
of the CB are the same and must be sufficient to ac-
commodate data that is interpreted simultaneously,
as well as have sufficient reserve given the uneven
processing.

Portrait of the Source of Vibrations. It was found
above that the input data for the separation algo-
rithm is a signal formed as a result of the imposi-
tion of components from several sources registered

by each of the n sensors. As such components, we
take sine waves that can vary in frequency, ampli-
tude and relative position over time. The source
generates several of the following components that
overlap each other, creating a portrait that can be
expressed as a model:

K
P=Y4,(0)-sin(w, (1) 1-9,), 'y <t<t%, (D)
k=1

where 7is the moment of time (discrete of measure-
ment); 4,(7), o, (t) — amplitude and frequency of
the k-th component, respectively, (are not perma-
nent, depend on time); ¢, — phase of the k-th com-
ponent; #,, #, — moments of the starting and ending
of the component; K — number of components in
source portrait. In the future, such components of
the portrait will be denoted by an abbreviation PC.

Assumptions about the structure of the portrait
(a list of interdependent parameters) are based on
the implementation of Hooke's law for most envi-
ronments in which vibrations are created and
propagated — proportionality of the force arising in
the material when it is compressed or stretched to
the value of such deformations. In particular, the
operation of the technical system (TS) is accom-
panied by collisions (shocks, friction) of structural
elements, which means deviations from the equi-
librium position of the corresponding material, fol-
lowed by their oscillations with its own frequency
and attenuation. The frequencies of collisions dur-
ing the operation of the TS, the natural frequencies
of its structural elements, the degree of attenuation
of oscillations and the ratio of their amplitudes can
be signs of the TS class since they depend on their
design. Usually, TS change their operating mode,
which means that the amplitudes and oscillation
frequencies change. The external elastic medium
(soil, air, etc.) perceives the vibrations of sources
through tangential surfaces — vibrations are propa-
gated and registered by sensors. A person or an ani-
mal, when walking strikes directly on the surface of
the soil — the oscillations of soil are occurs with its
own frequency.

In general, different frequencies propagate with
different attenuation and speeds, which distorts the
signals received on the sensors. But in any case the
structure of portrait P remains unchanged. Usually
PC parameters change smoothly and limited — sud-
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den changes do not occur often (they are taken into
account as separate PC). By separation the portrait
on PCs, the changes of which occur smoothly, we will
ensure the proximity of the frequencies on which each
of PC decomposes. Since the close frequencies have
close speeds and attenuation, then the distortion of
the PC will be minimal and hence the minimal depen-
dence of the parameters of the PC from the distance to
the source. Significant differences can be between the
parameters of different PC, frequencies of which dif-
fer significantly. Thus, if the frequencies of PCs, which
is belong to same source, differ significantly, then the
ratio of amplitudes or shifts in time will be different for
these PCs and depends of the distance to this source.
This fact can be taken into account when classifying or
used to clarify the distance to the source.

We will interpret PC in the form of sinusoidal
oscillations, the frequency and amplitude of which
changes smoothly according to the piece-linear
law. Besides, PC can increase and fall from / to
zero amplitude values, as well as occur and break
off. Let's clarify the structure of functions 4,(?) and
k(?) from (1) as follows expressions:

Ak(t) = {(aki +bki 't;)’tlii <t< tlfi}ﬁ
O<=i<I;
(Dk(t)z{(ckj—l—dkj.t)ﬂtljj<t<t}fj)}9 "

0<=j<J,, )
where 4 bki/j’ Copr dki/j — parameters of linear
dependence of amplitude and frequency of oscil-
lation from time; index i/j indicates a parameter
belonging to a certain linear area; //J — number
of linear areas; L the moment of start and
end (break) of a linear area. The end of the previ-
ous plot must be equal to the beginning of the next,
Le. fy =0, (0<i<D); t;, =1, (0<j<J).
The total length of the period of interpretation of
the frequency and amplitude for the k-th compo-
nent of the CP must be the same, i.e.
Superposition Requirement. Let's put an additional
requirement on the signals perceived by the sen-
sors — they should not be distorted by the trans-
mission medium depending on what other signals
they are superimposed (superposition principle).
Usually for elastic environments, the principle of
superposition is performed in the case of waves
with a small amplitude. For significant deviations

(compression-stretching) of the medium from the
equilibrium position, nonlinear distortions arise —
it is almost impossible to restore several superim-
posed signals in such conditions. In the case of ad-
herence to the principle of superposition, the model
of signal, reaching the IU can be expressed as the

sum of the portraits of individual sources: Z Pg -

= > (D A, sin(o,,(O1-9,), O

g=1.G k=1.K

where A, (1), O (t) — amplitude and frequency
the k-th component of the g-th source, respective-
ly; ¢ o — phase of the k-th component of g-th -
sources; K — the number of components in the por-
trait of the source; G — number of sources that are
registered.

Practically, if the total signal from the source
exceeds the level within which the principle of
superposition is performed, then such areas must
be excluded from registration by sensors; the IU
should receive the appropriate attribute.

Algorithm Al. Based on streaming processing
of measurements and the known structure of the
components (3), the separation of the components
of the total signal can be performed by the follow-
ing sequence of steps:

0. Prepare measurements in CB: according to the
operator's command, at the beginning of the obser-
vation session, start digitizing the measurements
registered by the sensors. In an interrupt from the
timer, measurements from the ADC are entered
into CB in the order they arrive at a given sample
rate. Initial measurements whose values do not ex-
ceed the noise level are discarded — the recording
begins with the first dimension, the value of which
exceeds the specified level aMin. In all n CB, aMin
must be exceeded within a time interval not exceed-
ing the maximum relative delay of the front of the
same signal on different sensors (zMax). If this did
not happen for the first recorded measurements,
then they are discarded. Upon reaching the number
of registered measurements of a given value (kMin),
their processing starts in parallel in all # CB.

1. Refer to the beginning of the filled but not pro-
cessed part of the CB where the essential values of
the measurements remain — their level exceeds aMin.
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2. Define options for one of the PC, which is
present in the total signal according to the expres-
sion (3). Begin with generating several alternatives
for each of the # CB. Among them, the one that has
the highest appreciation of plausibility is chosen.
The criteria are: sufficiency of measurements; sim-
plicity of the model; presence in all CB; belonging
to a previously defined source; belonging to a known
class of sources; minimization of residue. The time
shift of the selected PC in different CBs is used to
determine the coordinates of its source in the man-
ner described in [1]. PCs for which the same coor-
dinates are determined will be attributed to the same
source. The class of source, to which the defined PC
is assigned, is determined or clarified. Found source
parameters are passed on to users.

3. Clear the buffer from the presence of the PC
defined at the previous stage. The parameters of the
defined PC must be sufficient to reproduce all the
measurements that it introduces into the total signal.

4. Estimate buffer residue: move the beginning
of the untreated part of CB to a discrete of time
earlier of which the residue is less than aMin. Add
to CB the measurements, accumulated in timer
interruption. Define a new value for the number
of measurements in CB. If there are not enough
of them, wait for replenishment, until the value is
reached kMin.

5. Return to step 1 with updated content of CB.

The Al algorithm can be executed for an arbitrary
time until the operator stops its operation. CB is filled
with new measurements and is simultaneously re-
leased from the PC, which was determined in step 2.

Alternative Algorithms for Distinguishing Sources.
Next, we consider possible alternatives to the algo-
rithm Al proposed earlier.

Algorithm A2. The traditional approach to the
analysis of a complex signals of any form — its rep-
resentation by the Fourier series — a set of sinusoids
with different (but constant) phase, amplitude and
frequency. There are well-developed algorithms
that allow you to get the frequency and phase spec-
trum of the signal. The interpretation algorithm
could be as follows:

0. Fill with measurements a set of buffers for their
simultaneous processing; for each sensor provide
identical buffers (similar to step 0 of algorithm Al).

Switch processing to measurement-filled buffers.
Another similar set of buffers is switched to filling
with new measurements that will be registered dur-
ing processing in an interrupt from the timer.

1. Obtain the frequency and phase spectrum of
the signal for each buffer, using the discrete Fourier
transform. For different sensors, frequency spectra
are expected to be similar as the same frequencies
arrive at different sensors with small delays in time.

2. Choose several frequencies (convenient with
the largest amplitudes). Selected frequencies, their
amplitudes and phases can be taken as attributes,
by the ratio of which to identify the presence in the
total signal of a source of a certain class.

3. By delays of phases of the same frequency
on different sensors, the coordinates of the source
that generates this frequency are determined. On
the other hand, the frequencies for which the same
(with an acceptable error) coordinates were deter-
mined belongs to the same source.

4. Switch buffers when they are ready: those that
were filled with measurements will become pro-
cessed and vice versa — those that were processed
will accumulate new measurements for the next
processing.

5. Back tostep 1.

Algorithm A2 has the following drawbacks: a)
Fourier transform is quite time-consuming; ») the
real components of the total signal received on the
sensors are sinusoidal, but with changes in ampli-
tudes and frequencies — their interpretation in the
form of sinusoids with fixed amplitudes and fre-
quencies is a roughening of the real signal model;
¢) it is problematic to determine the delays of the
same signal front on different sensors — phase shift
of the same frequency on different sensors can only
be determined with accuracy to the period of this
frequency; d) for the Fourier transform, a two mea-
surement buffers is needed — after processing one
of them, a new buffer is used. Measurements that
enter the new buffer before it is filled are not taken
into account for processing.

Algorithm A3. Wavelet conversion [3] differs
from the Fourier series decomposition by using a
wider class of basic functions (not just a sine wave)
into which a signal from the sensors can be decom-
posed. Each of these functions has several param-
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eters, including placement on the time axis. Wave-
let obtained on different sensors can be compared,
determine their identity and shift of time, on the
basis of which to determine the coordinates of the
source. As basic functions can be used waves of
various shapes with zero integral value, localized in
time, with the possibility of shift and scale (squeez-
ing and stretching) along the time and amplitude.
Having chosen PC from the ratio (1) as the basic
functions, we have the opportunity to use the wave-
let transformation apparatus. The use of the A3 al-
gorithm similar to A2 but it allows obtaining better
results due to a more adequate component model.
In the next paragraph, we will focus on detailing
the Al algorithm, which improves the approaches
of the A2 and A3 algorithms by: a) use of PC struc-
tures close to real ones — those that are consistent
with substantive (physical) considerations; b) use
of substantive (not only formal) criteria in deter-
mining the composition of the total signal; ¢) con-
trolled roughening of both the settlement process
and the PC model for speedup the processing; d)
using the registered measurements without waiting
for the next buffer to be filled in for processing.
Selection of a Component from the Total Signal. The
most uncertain is the 2nd step of the algorithm Al; the
other steps are quite simple — we will not detail them.
We will consider the total signal as consisting of
only one component of the known structure accord-
ing to expressions (2) — we consider the other com-
ponents to be interference. We will look for the pa-
rameter values of this component and remove it from
the total signal in step 3 of the Al algorithm; next we
continue processing the residue in a similar way.
In the works [4, 5] it is proved that to reproduce
a signal that is the result of the imposition of a sine
waves, its values at certain points, which are easily
to found in the total signal, are sufficient. These are
the points at which the first derivative takes a zero
value — local extremes on the total signal graph. To
determine them, it is enough to compare the val-
ues of three consecutive measurements: if the one
in the middle is more than both of its neighbors,
then this is the local maximum; if the one in the
middle is less than the neighbors, then this is the
minimum. Operations to determine extremes and
enter them into a separate buffer (similar to the CB

for measurements) are performed when each next
measurement is introduced in an interrupt from
the timer. Thus, the CB for extremes will contains
the serial numbers of selected measurements.

The extremes of the desired PC are contained
among their general list in the total signal, but
which ones? The general approach is to find the
PC, the presence of which in the total signal is most
probable. To identify this, we will generate variants
of PC, evaluate them and choose the one that best
meets the probability criteria given in the descrip-
tion of step 2 of the Al algorithm. Note that the
formal criteria proposed by the A2 and A3 algo-
rithms are aimed only at maximizing the reduction
of the signal residue. We strive to use additional
meaningful information that will allow not only
to more accurately identify the source, but also to
simplify the calculations.

The construction of PC variants is divided into
two stages: I — selection of sequences of extremes
(chains) and approximation of their position by
function (2"); II — for the obtained chains, deter-
mining the amplitude of each extreme and approx-
imating them with a function (2').

Stage 1.

1. From the general list of extremes present in
the CB, we select their sequences so that the dis-
tance between neighboring ones in time changes
quite smoothly. To do this, we will set several initial
(with lower time values) pairs of extremes, from the
ends of which we will generate the following (the
end of the previous pair is the beginning of the next)
so that the distance between the beginning and the
end of the pair varies within acceptable limits. The
more initial pairs are given and the less stringent
conditions for the selection of subsequent pairs
will be applied, the more chain options we will get.
Chains with fewer, than a given minimum number
of extremes are discarded because the parameters
of the corresponding PC cannot be determined
with sufficient reliability.

2. We approximate each chain obtained at the
previous step with a piece-linear function (2") and
define its parameters. For approximation, we will
use the least squares method (LSM), given by the
total permissible deviation of the values of the dis-
tances between the extremes from the approximat-
ing function.
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3. Let's discard chains with too many kinks of the
approximating line (/ in the expression 2"). Thus,
we take into account that the frequency of a real
PC usually either increases or decreases over a long
time. But at the same time we leave a certain mini-
mum number of chains for further consideration.

4. For each of the remaining chains, we fix the
extremes, the amplitude value of which is maxi-
mum (we consider it the most reliable). Other ex-
tremes will be placed from the fixed at a distance
(along the time axis) determined as a result of ap-
proximation in step 2 and rounded to the nearest
discrete. Thus, we get the options for the positions
of the extremes of the search PC. Note that neigh-
boring extremes are opposite: one of them is neces-
sarily the maximum, the other — the minimum.

Stage 11:

1. For each chain obtained at the previous stage,
we find the difference in measurement values for
neighboring extremes. For an extremes with the se-
rial number v, two differences will be determined:
with the previous 7, and the subsequent 7, mea-
surement value. As the value of the extremes v we
take half the modulus of their average value R =
=|r_+r |/ 4. For the initial and last extremes, we
will use only one neighboring: R, = |r1| / 2; RI-1=
= |rI-2| / 2. The module is used to turn the lower
half-waves of the sinusoid to the top because they
are dependent on the upper neighbors and require
compatible approximation.

2. We approximate the envelope of each mea-
surement sequence obtained in the previous step
by the function (2') similar to step 2 of the previous
stage. Thus, for each chain, the calculated values
of the amplitudes will be determined — these are
models on the basis of which it is possible to build
sinusoids of the corresponding PC.

3. Let's discard the PC variants with too many
kinks of the approximating line (/ in the expression
2"). Thus, we take into account that the amplitude
of a real PC usually either increases or decreases
over a long time. But at the same time, we leave a
certain minimum number of PC for further con-
sideration.

Thus, we obtain variants of PC models for all n
CB, each of which is given by parameters from ex-
pressions 2'and 2". Among them you need to choose

one and remove it from the total signal from all CB.
Evaluation of the probability of the presence of PC
in the total signal will be carried out according to
the criteria given in step 2 of the algorithm Al.

1. The criterion of a sufficient number of mea-
surements is applied in the step 1 of the algorithm
of the stage I. This criterion takes into account
situations: a) the beginning of an observation ses-
sion, when the chain, the beginning of which has
not been recorded, ends with an insufficient num-
ber of measurements; b) short PC in a real signal; ¢)
short sequels to the already removed PC (their joint
with previously removed unjustifiably complicates
the algorithm). In all these cases, short chains of
extremes are discarded without building a CP. The
remaining measurements in the CB are erased in
step 4 of the Al algorithm as new measurements
appear or when the left signal moves away from
other measurements for a period exceeding zMax.

2. The criterion of simplicity was applied at the
3rd step of the algorithms of the I-th and II stages
in the construction of PC variants — their most
complex models were rejected.

3. The criterion of presence of all sensors in the
CB is provided by pairwise comparison of PC vari-
ants in different CBs by the following sequence of
steps:

— One of the n CB we choose as a base. PCs that
are defined for it will be called basic.

— For each basic PC, its parameters are com-
pared with the PC parameters contained in other
CB. Parameters for comparison are selected in a
specific sequence. For each parameter, the limits
of permissible deviations are set: the PC, value of
the parameter of which is outside the permissible,
is discarded — its other parameters are not checked.
If for the basic PC there were no similar ones in all
n CB at the same time, then it is rejected. If all ba-
sic PC are rejected, then the CB of measurements
and corresponding extremes is supplemented with
new measurements and the construction of the PC
begins again.

— As a result, samples will be formed from »n
similar PC — one from each CB, representing the
same PC, but registered with different sensors. For
each sample, there is a general score as the sum of
weighted deviations of the parameters of the PC in
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its composition. Samples with minimal ratings are
rejected. At this stage, it is possible to limit ourselves
to one sample with the maximum estimate, but if
there is a reserve of time for calculations and there
are options with close maximum estimates, then it
is possible to continue to clarify the estimates.

— For each of the left samples, we average the
value of the parameters of its components — we get
the parameters of the corresponding PC. PC in the
composition of the sample may differ in position on
the time axis and amplitude, which depends on the
coordinates of the source and are not subject to av-
eraging. It is by these parameters of the PC sample,
that the coordinates of the source are determined,
according to the algorithm described in the work [1].

4. Criterion of belonging to a previously determined
source (if any). Attribute each of the PC defined in
the previous step to the source, with the nearest co-
ordinates. Raise the estimate of PC, the determined
coordinates of which are at a real distance from the
coordinates of previously determined sources.

5. Criterion of belonging to a known class of
sources. Each class is characterized by several areas
in the feature space. The values of the features can
be determined for each source based on the param-
eters of the CP, which were attributed to its compo-
sition. A source can be attributed to several classes
with a certain degree of belonging. Let's take the
following: if the «certainty of a source's belonging
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Conclusions
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complex functions, namely the sinusoid in which
the frequency and amplitude change slowly. Such
functions adequately represent the components of
the original signal, which is registered by vibration
sensors. To reliably determine each new sinusoid
extracted from the total signal, we evaluate several
of their variants based on meaningful criteria.
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AJITOPUTMU PO3JIJIEHHSA CYMU BIBPALII
TA IAEHTU®IKALIT TXHIX JIXKEPEJ

Beryn. IcHye 6arato mpakTMUHUX CUTYalliii, KOJM AOCIiIXKYBaHUIA 00’ €KT BiOpYe, a XBUJIi B/l LIMX BiOpallilil MOIMPIOIOTHCS
Y TIPY>KHOMY CEPeIOBUILL i MOXYTb OYTH 3apeeCcTpOBaHi JaTYMKaMU, PO3MIILIEHUMHU Y MEeBHUX KOOPAUHATAX Ha BiICTaHi
onuH Bim omHoro. CTaBUThCS 3a1a4a pPO3Pi3HUTH XBUJI Bill pi3HMX IxKepell (KOXKeH 00’ €KT MOKe BUIIPOMiHIOBATH JEKiTbKa
XBUJIbOBUX TIAKETiB Pi3HOT YaCTOTH), BUSHAUMTH TTOJTOKEHHS LIUX JKEPEJT Ta iX BIaCTUBOCTI.

B poGori po3risigaeTbest 3arajibHa CTPYKTypa CUCTEMMU JIJIsl BUpIilLIeHHsT BKa3aHUX 3aga4. OCHOBHA yBara 30cepe/kKeHa
Ha npo06JiemMax po3IiJIEeHHSI CyMapHOTO CUTHaTY, OTPMMAHOro Ha KOXXHOMY JaTYMKY BiJl Pi3HUX JKepesi, Ha CKJIaI0Bi, Ta
PO3Mi3HABAaHHIO 1IUX XKepesl — BUSHAYEHHI KJIaciB, 1O SKMX BOHU HAJIEXATh.

Meromo cTaTTi € aHali3 ICHYIOUMX MiJXOMiB 0 PO3MUICHHS CUTHATY Ha CKJIAIOBi MeBHOI cTpyKTypu. [IponoHyeTbes
OpUTiHAJIBHUI TAXiA i BIAMOBIAHUM anroputMm, sikuit iioro peaiisye. [lepeBaroto 3arpornoHOBaHOTO aJITOPUTMY € IIBUIKICTh
po0OTH Ta 3MATHICTH iHTEPIIPETYBATH CUTHAJ CYTIEPITO3UILIIEID KOMITOHEHT, SIKi peallbHO TEHEPYIOThCS BiOPYIOUMMM KEepETaMIU.

Metoau. PoGoTta 6a3yeThCcsl Ha imesx po3Kiaay CUTHaIy Ha CKJIamoBi, 30kpeMa Dyp’e Ta BeiBlIeT-IIEPETBOPEHHSI.
BukopurcraHo mMeronu Han IIBUAKOTO TeperBopeHHs Dyp’e, MeTomu KyCOYHO-JTiHIMHOI ampoKcUMallil, TpaauiliiiHi
Miaxonu po3Mi3HaBaHHS 00pa3iB Ta KOMIT IOTEPHE MOJIETIOBAHHS.

Pesyabratu. OGTpyHTOBAHO i peaizoBaHO aJITOPUTM iHTepIipeTallii CUTHaTy y BUTJISIII CyMM KOJWBaHb OJIM3BKUX IO
rapMoHiitHuX. B anroputmi BUKopucTaHa izest Hax IBUIKOTO TiepeTBopeHHsT Pyp’e 3 MogudikaiiisiMu, SKi J03BOISIOThH
BU3HAYATH [UISI CKJIAIOBMX TOJIOKEHHS y 4aci, 3MiHM 4acTOTU Ta aMIUTiTyau. BUsBIeHI cKIamoBi pO3MOMiNSIOTECS 3a
JoKepesiaMu; IXHi TapaMeTpyu BUKOPUCTOBYIOTHCS SIK O3HAKU /7151 pO3Mi3HaBaHHS — BU3HAYEHHsI KJIacy KOXHOTO JKepea.
Anroput™m € eeKTUBHUM JIJIS1 BUSHAUEHHSI KOOPAMHAT Ta IIBUAKOCTI pyXOMHUX 00’ €KTIB y pealbHOMY Yaci.

BucHoBKH. 3ampornoHOBaHWI aJrOPUTM DO3MiJEHHS CyMU BiOpauiit Al 0a3yeTbcsl Ha KIACUYHMX MiIXOAax:
®yp’e Ta BeilBIET-TIEPETBOPEHHS; B HANOUIBIIIOMY CTYINeHi BUKOPUCTaHi imei Ham mBHUAKOTO TeperBopeHHsT Dyp’e
(HILTI®). 3okpeMa 3 OCTaHHBOTO 3aIlO3MUEHA ifess BUOIPKM i3 CyMapHOTO CUTHAJY JIMIIE OKPEeMMX HOTO 3HauYeHb —
a caMe eKCTPEMyMiB, 110 CYTTEBO CKOPOYYE BXiMHi AaHi IS aHAJIi3y i MPpUILBUALIYE ix 00poOKy. [TocainoBHa Bubipka
i3 cyMapHOro CUrHajiy cuHycoin, 3anporonosadHa HITI® 6yna posimmpeHa 10 BUOIpKK OiLTbII CKIagHUX (QYHKILHM, a
caMe CUHYCOi/l, B SIKMX YacToTa Ta aMILIiTy/1a MOBUJIbHO 3MiHIOIOThCS. Taki yHKIIIT aIeKBaTHO MPEICTaBsIOTh CKIa10Bi
OpUTIHAJILHOTO CUTHAJTY, SIKWI PEECTPYEThCS AaTYMKaMHU BiOpaltiit. [Ijist HagiiiHOTo BUBHAYEHHSI KOXKHOI HOBOT CUHYCOI/IN,
1110 BUMAETHCH i3 CyMApHOTO CUTHAITY, OLIIHIOEMO JI€KiJIbKA iX BapiaHTiB HA OCHOBI 3MiCTOBHUX KPUTEPIiB.

Karouosi caosa: ceiicmiuni xeuni, xeunbosuii nakem, npuHyUnN cCynepno3uyii, po3oinenHs cueHaty Ha ckaadogi, idenmuikayis
docepen cueHania.
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