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THE PROBLEM OF CONSTRUCTING
THE GMDH NEURAL NETWORKS WITH ACTIVE NEURONS

Characteristics of the existing neural networks of GMDH with active neurons are given and their main advantages and disadvan-
tages are analyzed. An approach to increasing efficiency of inductive construction of complex system models from statistical data
based on creation of a new class of GMDH neural networks with active neurons using methods of computational intelligence is

proposed.
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INTRODUCTION

Neural networks based on a Multilayered Iterative
Algorithm of Group Method of Data Handling
(MIA GMDH) [1] are effective tools for solving
current problems such as forecasting, data analy-
sis, pattern recognition, clustering, classification
and more. There are many types of GMDH
neural networks [1], the development of which
is aimed at overcoming the shortcomings of
GMDH and increase its efficiency for the in-
ductive construction of models of complex sys-
tems according to statistics. The most used of
which are presented in [1].

The main disadvantages of the GMDH neural
network are: the possibility of losing informative ar-
guments, if they were excluded at the beginning of
the search; the possibility of fixing non-informative
arguments, if they were included at the beginning
of the search; exponential growth of the degree of a
polynomial in a quadratic description; as the num-
ber of series increases, the output vectors of the best

models become more and more correlated, which
worsens the conditionality of the systems of equa-
tions for estimating the parameters.

The latest modification of GMDH multi-row
algorithms to eliminate their shortcomings is the
generalized GMDH iterative algorithm [1-5],
which is based on a combination of ideas to pre-
serve the initial modeling basis and apply complex-
ity optimization to partial models using so-called
“active neurons” with different structures. is opti-
mized by the combinatorial algorithm of GMDH.
Its special cases are algorithms of multi-row and
relaxation types, as well as some types of iterative-
combinatorial (hybrid) algorithms.

This paper investigates the advantages and dis-
advantages of existing GMDH neural network
architectures in order to further construct a more
efficient new class of GMDH neural networks with
active neurons, which is optimized by a hybrid
combinatorial-genetic algorithm [6].
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Fig. 1. The structure of the multi-row iterative algorithm MIA GMDH

Statement of the Problem
of Inductive Modeling

The world-famous MIA GMDH [1] (Fig. 1) is
an effective tool for data analysis, one of the most
successful methods of inductive modeling, which
extracts knowledge directly from data based on
experimental measurements or statistical observa-
tions. It was developed by O. Ivakhnenko in 1965 as
a multilayer neural network of the perceptron type,
which belongs to the class of deep polynomial neu-
ral networks with a theoretically unlimited number
of layers that are set in the learning process. Now
it is considered to be the first in the history of mul-
tilevel self-organizing NM, and O. Ivakhnenko is
often called the father of deep learning [1]. The
GMDH algorithm was first used in the modeling
of complex systems with multiple inputs and one
output.

The main purpose of the GMDH network is
actually to build a function in a network with direct
communication based on the transfer function of
the second degree. The method uses information
directly from the data sample and minimizes the
influence of the author's a priori assumptions
on the simulation results; finds regularity in the
data and chooses informative input arguments;
automatically finds the structure of the model and
its parameters.

Any GMDH algorithm solves the problem of
discrete optimization to build an optimal model
of complexity according to a given minimum of
external criteria based on the division of the data
sample:

f*=argminCR( f ) ,
fed

where CR is the selection criterion as a measure
of the quality of the model fe®. A criterion for
selecting a model is called "external" if it is based
on additional information that is not contained
in the data used to calculate the parameters of
the model. A set of comparable models can
be formed with the help of iterative or selective
generators of model structures of different
complexity, differing in different variants of
generation and organization of minimum search
by a given external criterion based on additional
information not contained in the data used to
calculate parameters models.

To implement the principle of external
complementarity, the least squares parameter
estimates are calculated LSM (usually) and the
values of the criteria for the different parts of the
sample W=[X, y], where X, y matrix and vector
with n measurements m arguments and one output
respectively.
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Input sample W is divided into two subsets:
training A and testing B. Regularity criterion cal-
culated for the model fe®, most often used among
all GMDH criteria:

AR (1) = v~ P4 =

2
s

= H)’B - XB/'éAj'

which means «model error f on B with the pa-
rameters obtained on 4”7, X i X g are matrix
X submatrices, containing columns that corre-
spond to a partial model fe®. One of the main
elements of the iterative algorithm of GMDH,
namely, a polynomial partial description, can be
considered an elementary neuron of the neural
network of GMDH.

GMDH NM solves the problem of discrete
optimization by consistently approaching the
minimum criterion: the complexity of the models
on the layer arises due to the pairwise "connection”
of the Fbest models from the previous layer.

The complication process stops after the
criterion begins to increase. The originality
of the network with such neurons lies in the
high speed of local adjustment of the weights of
neurons and automatic global optimization of
the number of layers. The depth of the GMDH
network is determined automatically. GMDH is
used in various tasks of data analysis, modeling
of nonlinear systems, function approximation,
forecasting and modeling, classification, pattern
recognition and clustering.

The neural network is designed to solve a
specific problem. This may include identifying
(approximating), recognizing patterns and si-
tuations, or predicting random processes and
recurring events based on information contain-
ed in a sample of observations of a test or cont-
rol object.

Modern computer technology has created
a new approach in neural networks, which
increases the accuracy of classical modeling
algorithms. Such multi-row systems can solve
complex problems. The idea of active neurons
was used to eliminate the shortcomings of
MIA GMDH.

Characteristics of GMDH Neural
Networks with Active Neurons

Each neuron is an elementary system that copes
with the same task. Neurons for which connections
are assigned externally by the person responsible
for modeling or other neurons should be called
passive neurons. On the contrary, neurons that
choose their input variables (through learning or
self-organization) that are necessary to minimize a
given target function of the neuron can be called
active neurons [7].

MIA GMDH neurons (partial descriptions)
can be called “passive” if they have the same
structure, ie the polynomial neural network is ho-
mogeneous. In the 1990s, O.G. Ivakhnenko pro-
posed a new type of GMDH network with active
neurons [8], each of which is a bridging or other
algorithm of GMDH, due to which the structure
of each neuron is optimized. In this case, all neu-
rons can get a different structure, which increases
the flexibility of setting up a heterogeneous net-
work for a specific task. Such networks are also
called double-row [9].

Connections selected by active neurons uniquely
determine the structure of connections for the en-
tire neural network. In general, there is a significant
similarity between the self-organization of models
and the self-organization of neural networks. Key
procedures for self-organizing models, such as se-
lecting a network layer number by exhaustive ex-
ternal search, optimizing sets of input and output
variables, and search completion rules, are valid for
self-organizing both individual models and neural
networks. The goal of combining active neurons
into a neural network is to increase the accuracy
of the task facing each neuron and the entire neu-
ral network. Neurons find themselves in different
conditions. They can differ in both output variables
and a set of input variables.

It is important to study the features of neural
networks with active neurons, to find ideas that
help to eliminate some of their shortcomings that
could help create more efficient neural networks.

GMDH algorithms, but also many other algo-
rithms for modeling and pattern recognition can
also be used as active neurons, the processes of self-
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organization of which are well studied. The func-
tion of active neurons can be performed by various
recognition systems, in particular Rosenblatt’s two-
layer perceptrons. Such a neural network achieves
the task of pattern recognition. In the case of ap-
proximation of relations (identification and ex-
trapolation (prediction) of random processes and
repetitive events, the active neurons are GMDH
algorithms).

Their accuracy can be increased in two ways:

+ each output of the algorithm (active neuron)
generates a new variable that can be used as a new
feature in the next rows of the neural network;

* many features can be optimized on each row.
Signs (including newly generated) can be ranked
according to their effectiveness and some of the
most effective signs can be used as inputs for sub-
sequent series of neurons. In a conventional single-
row neural network, the set of input variables can
be selected only once.

GMDH algorithms are examples of complex
active neurons, because they choose the effective
inputs and the corresponding coefficients (search
for the number of neuronal layers of neurons and
sets of input and output variables for each neuron)
in the process of self-organization. In the process
of learning or self-organization, active neurons
choose their input stimuli according to a given cri-
terion and determine the weights of connections.
In this way, they organize the structure of the entire
neural network. The number of active neurons is
determined by the amount of information received
for processing as a sample of observations of the
test or monitored object. In each layer of the neural
network, active neurons differ from each other in
sets of input and output variables.

The problem of self-organization of the neural
network connection structure is solved in a simple
way. Each neuron is an elementary system that
solves the same problem. The minimum criterion
indicates the variables for which it is advantageous
to build a neural network, and how many neural
layers should be used. Active neurons are able dur-
ing the process of self-organization to assess what
input is needed to minimize a given target function
of the neuron. In a neural network with such neu-
rons, we will have a double multilayer structure: the

neurons themselves are multilayer, and they will
be combined into a multilayer network. They can
provide the generation of new features of a special
type (outputs of neurons from the previous layer)
and the choice of an effective set of factors on each
layer of neurons. The output variables of the previ-
ous layers are very efficient secondary inputs for the
neurons of the next layer.

Thus, the self-organization of neural networks is
in many respects similar to the same procedure for
each active neuron. In a neural network with such
neurons, we will have a double-row structure: the
neurons themselves are multi-row, and they will be
combined into a multi-row network. They can pro-
vide the generation of new properties of a special
type (outputs of neurons of the previous series) and
the selection of an effective set of variables on each
series of neurons. The output variables of the previ-
ous series are very efficient secondary inputs for the
neurons of the next series. The sample is expanded
only by the inclusion of output variables calculated
on each previous row of the neural network. The
neuron learning algorithm chooses which of the
proposed parameters should be taken into account
and estimates the coefficients of connection be-
tween them.

Not only GMDH algorithms can be used as ac-
tive neurons, but also many algorithms for model-
ing or pattern recognition. Its accuracy can be in-
creased in two ways:

* each output of the algorithm (active neu-
ron) generates a new variable that can be used as
a new factor in subsequent layers of the neural
network;

* the set of factors can be optimized at each
level.

Factors (including new ones) can be ranked ac-
cording to their effectiveness, and some of the most
effective factors can be used as input for subsequent
layers of neurons. In a normal multilayer NM, a set
of input variables can be selected only once. There
are other variants of GMDH-like neural networks
with active neurons.

GMDH-like neural network with feedback [10].
A neural network with feedback, when the outputs
of neurons of a given layer (series) “intersect” with
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the output variables. The optimal network archi-
tecture and its structural parameters are based on
self-organization: one of the three architectures for
each neuron is automatically selected - sigmoid,
radial or polynomial activation function, as well as
the number of layers, neurons in layers and input
variables.

Evolution of groups of adaptive models [11]. An al-
gorithm called GAME (Group of Adaptive Models
Evolution), based on the GMDH architecture, was
developed at the Czech Technical University in
Prague. The main modifications of this GMDH-
like system [11] are also based on the idea of active
neurons:

* the transfer function of each node of this het-
erogeneous network can be linear, polynomial, lo-
gistic, RBF and others, as well as in the form of a
perceptron, and the choice of type of nodes that
form this network is determined by the minimum
value of the selection criterion; the number of in-
puts of each node is equal to the number of the net-
work layer where this node is located;

* there are inter-row connections in the net-
work, and in the process of building the network
there are all possible locations of nodes, only their
random subsets;

* the original GMDH gives one optimal mod-
el, and GAME — a group of the best models, lo-
cally optimal for its subset of placements. In this
GMDH-Ilike algorithm, the transfer functions, the
initial values of the weights and coefficients of the
nodes, as well as their inputs are selected randomly,
so the topology of the models built on one training
sample may differ. Other ways to develop ideas of
self-organization.

There are many new trends in the develop-
ment of methods of self-organization of mod-
els based on GMDH: the creation of hybrid
architectures in combination with algorithms
of computational intelligence [12], the use of
parallelization of operations [13], building neu-
ral networks with fuzzy activation functions [14]
and many others. etc.

The algorithm of the generalized iterative al-
gorithm of GIA GMDH [15-19] is based on the
ideas of adding on each row of initial arguments
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(selection of primary arguments); realization of
“active neurons” in the form of combinatorial op-
timization of the structure of partial models, hy-
bridization of the structures of iterative algorithms
of GMDH and combinatorial algorithm COMBI
GMDH.

Formally, in general case, a layer of the GIA
GMDH may be defined as follows:

1) the input matrix is

Xr+1 = (y1r9""y;"x1""’xm)
foralayer r+1, where x, ... x , are the initial argu-
ments and ), ...,V are the intermediate ones of
the layerr ;

2) the operators of the kind

vl =100y, 1=1,2,...,C;, i, j=1F,

! =f(y/,x;),1=12,....Fm,i=LF, j=1lm

may be applied on the layer r+1 to construct linear,
bilinear and quadratic partial descriptions:

z=f(u,v)=a, +au+a,v;
z=f(u,v)=a, +au+a,v+auv;
z=f(u,v)=a, +au+a,v+auv+
+au’ +av’ .
3) for any description, the optimal structure is

searched by combinatorial algorithm; e.g., for the
linear partial description the expression holds:

fw,v)y=a,d, +ad,u+a,d,v,

whered,, k=1,2,3,d=1{0, 1} are elements of the
binary structural vectord = (d|, d,, d,) where values
1 or 0 mean inclusion or not a relevant argument.
Then the best model will be described as
fu,v,d ) ,where

opt

d,, :argrlrzlli%llCR,, qg=2"-1,
f(‘)‘m (u,V) = f(u,v, dgpz)'

4) the algorithm stops when the condition
CR < CR"" is checked, where CR’, CR"" are cri-
terion values for the best models of (r—1)-th and
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Fig. 2. The generalized architecture of GIA GMDH

r-th layers respectively. If the condition holds, then
stop, otherwise jump to the next layer.

The GIA structure is schematically represented
in the Fig. 2.

In practice, the generalized iterative algo-
rithm of GMDH has a wide range of applica-
tions [20-24], in particular in predicting the
consequences of nuclear tests, explosions, ac-
tivity of chemical compounds, modeling games.
sustainable cities and smart infrastructures,
business system modeling.

Analysis of the Advantages
and Disadvantages of GMDH
with Active Neurons

The hybrid architecture of GIA GMDH [1] pro-
vides an effective set of new features: recovery of
informative arguments eliminated in the first stages
of the algorithm; exclusion of non-informative ar-
guments left in the early stages; prevention of over-
complication of the model due to optimization of
the complexity of private models; elimination of
“degeneracy” of partial models, ie this algorithmic

structure allows not only to generalize the basic
structures of previously developed iterative algo-
rithms GMDH and simultaneously obtain new
variants, but also to eliminate all four previously
noted shortcomings of the classical multi-row al-
gorithm GMDH.

However, GIA GMDH has a significant disad-
vantage, which is the use of a deterministic combi-
natorial algorithm for optimization, which requires
a significant amount of computing resources and
time to find the optimal model. Therefore, there is a
need to find alternative approaches to global optimi-
zation, in particular using the methods of computa-
tional intelligence, which have a stochastic nature.

Approach to Construction

of a New Class of GMDH Neural
Networks with Active Neurons Using
Computer Intelligence Methods

Based on the analysis of iterative algorithms of
GMDH with active neurons, the urgent task of de-
veloping the theory and means of self-organization
of high-performance neural networks of a new class
based on hybridization of MIA GMDH with evolu-
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tionary methods of computational intelligence (CI)
for delete GIA GMDH drawbaks is formulated.

Since the most widely used OI methods for
learning neural networks are genetic algorithms
(GA) [6], the main idea of building a new class of
deep networks with active neurons based on MIA
GMDH is to create hybrid structures with GA.
That is, the neurons of the network will be opti-
mized by a hybrid combinatorial-genetic algo-
rithm, which showed high efficiency of finding the
optimal model [6].

CONCLUSIONS

The article presents the results of the analysis of the
main advantages and disadvantages of the existing
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3AIAYA KOHCTPYIOBAHHS HEMMPOMEPEX MI'VA 3 AKTUBHUMUW HEMIPOHAMU

Beryn. HeiipoHHi Mepeki Ha OCHOBi OaraTopsiiHOTO iTepalliiiHOro aaropuTMy IrpyrnoBoro ypaxyBaHHs1 aprymeHTiB (bIA
MI'YA) € eeKTUBHUMU IHCTPyYMEHTaMU I BUPILLIEHHSI aKTyaJIbHUX MPOOJIeM MPOrHO3yBaHHSI, aHaJi3y JaHUX, PO3-
ni3HaBaHHsS 00pa3iB, KiacTepu3allii, Kjiacugikaltii Tomo. IcHye 6arato TuriB HelipoHHUX Mepexk MI'YA, po3po0ka sikux
CIIPSIMOBaHA Ha MiABUIIEHHS €(heKTUBHOCTI iHAYKTUBHOI TOOYIOBU MOJIEJIeH CKIIaMHUX CUCTEM 33 CTAaTUCTUIHUMU JaHU -
M. OCHOBHUMU HeoJIiKaMU KJIaCUYHOI HelipoHHO1 Mepexki MI'YA €: MOXJIMBICTh BTpaT iH(OPMAaTUBHUX apIyMEHTIB,
SIKILIO BOHU OYJIM BTpauyeHi Ha MOYaTKy MOIIYKY; MOXJIUBICTD (pikcallil HeiH(pOpMaTUBHUX apTyMEHTIB, SKIIO BOHU OYJIN
BKJIIOUEHI Ha MTOYATKY MOIIYKY; eKCIOHEHLiiTHe 3pOCTaHHSs CTeIeHsI IoJIiHOMa B KBaJIpaTUUHOMY OTHUCI; 3i 30i1bIIEHHIM
KIJIBKOCTI iTepalliii BUXiZHi BEKTOPU KpalluX MOJeJIeii CTaloTh BCe OiIbII KOPEIbOBAaHUMU, 11O TTOTIPIIYE YMOBHICTh CUC-
TeM PiBHSIHb ISl OLIIHKY TTapaMeTpiB.

OcTaHHbOIO MoaM(piKali€lo 6araTopsiAKOBUX anropuT™iB MI'YA 1151 yCyHeHHST IXHiX HeIOTiKiB € y3araJlbHeHUI iTepa-
HiiHuit anroput™ MI'VA, sikuii 6a3yeTbcsl Ha MOENHAHHI i1ei 111010 30epeskeHHSI TOYaTKOBOI 0a31 MOJIETIOBaHHS Ta 3a-
CTOCYBaHHST ONTUMi3allil CKIIAAHOCTI 10 YaCTUHHUX MOJIEJIei 3 BAKOPUCTAaHHIM TaK 3BaHUX «aKTUBHUX HEWPOHiB» 3 pi3-
HOIO CTPYKTYPOIO, sIKa ONTHMI3yeThcsl KOMGiHaTOpHUM anroputMoM MIYA. Moro okpeMiMK BUMAgKaM1 € alrOpUTMH
0araTopsiIKOBOTO Ta pejlakcalliifHOro TUITIB, a TAKOXK JAesKi TUTY iTepaliiiiHO-KOMOIHATOPHUX (FiOPUIHUX) aJITOPUTMIB.

V 1iii pobOTi JOCTIIKYIOTBCS MepeBaru Ta HEAOJIKM iCHYIOUMX apXiTeKTyp HelpoHHuX Mepexx MI'VA mpsimoro mo-
ILIUPEHHS 3 METOI0 MOAAJIbIIOI MOOYI0BU OiJiblll €(heKTUBHOTO HOBOTO KJjacy HeipoHHUX MepexX MI'YA 3 akTUBHUMU
HelipoHaMU, ONITUMi30BaHMMMU 3a JOITOMOTOI0 TiOpUIHOTO KOMOIiHATOPHO-TEHETUIHOTO aJITOPUTMY.

MeTo10 CTATTI € JOCITIIKEHHSI IepeBar Ta HeJI0JiKiB HasiBHUX apXiTeKTyp HelipoMepexx MI'VA mist minBuileHHs epek-
TUBHOCTI iHIYKTUBHOI MOOYIOBU MOJEJICH CKIAIHUX CUCTEM 3a CTATUCTUYHUMU JaHMMU Ha OCHOBI CTBOPEHHSI HOBOTO
KJacy Heiipomepexk MI'VA 3 akTMUBHUMU HEeMpOHAMMU.

Metoau. Y poOOTi MpeicTaBIeHO ONUC OCHOBHUX Helipomepexk MI'YA 3 akTMBHUMU HEMpOHAMMU.

Pesynbratu. [TogaHo xapakTepucTuKy HasiBHUX Helipomepek MI'YA 3 aKTUBHUMUM HEMpOHaMU, MpoaHadi30BaHO ix
OCHOBHI nepeBaru Ta HejoJiku. Cepell OCHOBHUX HelOJiKiB Helipomepexxi MI'YA BUSIBJICHO TaKi: eKCTIOHEHIIIHHUE picT
CTereHs MoJIiHOMa B KBaApaTUYHOMY YaCTUHHOMY OITUCi, MOXJIMBICTb BTpaTH iH(POPMaTUBHUX i 3aKpirJIeHHsI HeiH(Oop-
MaTUBHUX apTYMEHTIB B MOJIEITi.

3anpornoHOBaHO IMiIXi/ 10 MiABUILEHHS e(DEeKTUBHOCTI iHAYKTUBHOI MOOYI0BU MOJE/IeH CKJIaAHUX CUCTEM 3a CTaTUC-
TUYHUMU JaHUMU Ha OCHOBI CTBOPEHHST HOBOT'O Kjlacy Heiipomepexk MI'YA 3 akTHBHUMU HEPOHAMM, 1110 MAlOTh Pi3HY
CTPYKTYDY, sIKa ONITUMi3YEThCsI TEHETUIHUM aJITOPUTMOM.

BucHOBKH. Y cTaTTi HaBeIEHO pe3yJIbTaTu aHali3y OCHOBHUX IMepeBar Ta He0iKiB iCHYI0UMX HepoHHUX Mepexx MI'YA
3 aKTUBHUMU HelipoHamu. OCHOBHUM HE0JIIKOM € BUKOPUCTAHHS IeTePMiHOBAaHUX METO/IiB ONTUMI3allil HEMPOHiB, 1110
MPU3BOAUTD IO BUKOPUCTAHHSI BEJIMKOI KiJIbKOCTi 00UMCITIOBAIbHUX i YaCOBUX pecypciB. 1151 HOro ycyHeHHs po3po0JIeHO
MiaXig 10 miaBUILEeHHS e(DEKTUBHOCTI iIHAYKTUBHOI MOOYI0BU MOJIE/Iei CKJIaAHUX CUCTEM Ha OCHOBI CTATUCTUYHUX JaHUX
Ha OCHOBI CTBOPEHHSI HOBOT'O KJlacy HEMpOHHUX MepexX MI'YA 3 «aKTUBHUMU HEMpPOHAMU», CTPYKTYpa SIKUX ONITUMI3y-
€TBhCSI TCHETUYHHUM aJITOPUTM.

Karouoei caoea: indykmusne modearosanms, neiipomepenca MI'YA, akmueni Heliponu, 004UCAIO8AAbHUTI IHMENCKM, 2eHeMUYHT
aneopummu.
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