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ENGLISH ACCENT RECOGNITION USING DEEP

MACHINE LEARNING

The article highlights aspects of the use of deep machine learning to recognize the accents of the English language. Software has
been developed to determine the percentage of how close audio recordings are to each of 8§ most common English accents. A convo-
lutional neural network consisting of 2 convolutional layers, 1 max pooling layer, and 2 dense layers was trained across 2 epochs on
a set of 5,516 audio recordings taken from the English Multi-speaker Corpus for Voice Cloning resource. The forecasting accuracy
of 89,07% was achieved on the test data presented by 11 thousand MFCC matrices with a dimension of 50X87.
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Introduction and Problem
Statement

Considering drastic surge of ways to communicate
nowadays, many people are in need to use popular
international languages. The most popular in fact
is the English language which is used by 1,348 bil.
people [1].

In modern digitalized world ASR (Automatic
Speech Recognition) systems propose new inter-
faces for human-machine communication. Not
only it facilitates convenience for this means of
communication, but also widens potential user
base of this software, for example, people with disa-
bilities.

However, another crucial problem of English
accents recognition emerges [2]. For regular peop-
le it is described by their demand in learning the
language or its particular accent. ASR systems de-
velopers strive to improving their systems thus ac-

knowledging users’ accent. It is possible to use ac-
cent recognition for immigrational screening [3],
in video games [4] and recommendation systems.
The aim of this work is to develop a neural network
and according software for English accent recogni-
tion.

The following tasks need to be done:

= determine the requirements of the neural net-
work and developing software;

= develop a neural network and appropriate soft-
ware;

= analyze the work of the neural network and
software.

Literature Overview

Neural networks and deep machine learning are
often used to recognize and classify audio and
video objects [2—5]. The best results of predictions
in the analysis of human speech are demonstrated
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by neural networks using MFCC (Mel-Frequency
Cepstral Coefficients). In a work [5], a general ap-
proach to the classification of accents based on
MFCC and neural networks is proposed. It in-
volves the use of a sequence of transformations of
the initial audio data.

In [2], it is proposed to perform additional data
processing before extracting MFCC from the ini-
tial audio files to improve the prediction accuracy.

The authors also propose the use of a convolu-
tional neural network to classify 3 languages. They
compared the learning outcomes of their network
with standard Gradient Boost and Random Forest
algorithms. The result was an average prediction
accuracy on the test set of 88% for the wrapping
network, while both algorithms showed an average
of 69.1% accuracy.

In this work, the approach proposed in [2] and
[5] is used.

An Application for Recognizing
English Accents Based on Deep
Machine Learning

Defining Neural Network Requirements

There are more than 100 accents in English. The
ideal option would be to use all the accents to learn
the neural network. But this requires the necessary
training data on these accents. On the other hand,
such training requires huge computing and time
resources.

Therefore, it w\as decided to choose the most
common English accents. For example, Australia,
the United States, Canada, and Ireland are among
the top 10 countries for British immigration. It is
also necessary to take into account England itself
and the countries that are part of the United King-
dom, i. e. Scotland and Wales. Thus, the target ac-
cents for network training were formed:

= The Australian English accent,

= The American English accent,

= The NY English accent,

= The Canadian English accent,

= The Irish English accent,

= The posh English accent,

= The Welsh English accent,

= The Scottish English accent.

The neural network must determine its percen-
tage accuracy to above mentioned list of language
accents from the audio recording.

Defining Software Requirements

Using neural network, it was decided to automate
the process of progress assessment in learning Eng-
lish or its certain accents, creating an appropriate
web application.

Potential users of the software product have been
identified — people whose progress in language
learning needs to be assessed: emigrants, actors,
teachers, students and others.

Basic requirements for web app:

= the ability for users to add their audio recor-
dings to the system by adding existing files or di-
rectly through the user's voice recording;

= an opportunity for users to get an assessment
of how close the audio recording is in relation to
each of 8 accents;

= the ability for authorized users to interact
with these audio recordings (listen, save locally or
in the application, delete);

= the ability for authorized users to group audio
recordings by goals and get its progress in pronun-
ciation according to the selected goal.

It was also decided to implement TelegramBot
for more convenient interaction with audio files,
as Telegram is a very popular messenger, which has
more than 500 million downloads, and also allows
you to upload large files, up to 1,5 GB [6, 7].
Design and Implementation of a Neural Net-
work and Software
It was decided to use the data processing pipeline
using MFCC, proposed in [2] and [5] (Fig. 1).

Therefore, in order to design and implement a
neural network and software the following steps are
required:

1. choose a dataset for learning neural network;

2. preprocess the data;

3. design a neural network (methods);

4. implement the neural network and the corre-
sponding software;

5. conduct training and testing of the network.

The features of each step are described below.

1. Dataset
Data was taken for analysis from the Internet re-
source English Multi-speaker Corpus for Voice

ISSN 2706-8145, Control systems and computers, 2021, N2 4 29



A.V. Manokhin, N.A. Rybachok

wav Feat Result
Audio file Ao file A Inputs  Neural (Accent
Conversion . N etwaork Class)
(MFCC)
Fig.1. Approach using MFCC
(46x46x8) (42x42x16) (21x21x16)
(50x87x1) —»| ConvaD (8, p, COMEDE, >|  MaxPool (2x2)
activation="relu’) activation="relu’)
(7056x%1) (128x1)
> Flatten o onse (128, o Dense@® |, (g
activation="relu’) activation="softmax’)

Fig. 2. Convolution network model

Cloning. Each speaker reads out about 400 diffe-
rent sentences, most of which were selected from a
newspaper, where each set of sentences was selec-
ted using a greedy algorithm designed to maximize
contextual and phonetic coverage.

Characteristics and advantages of the dataset:

= includes language data spoken by 109 native
English speakers with different accents;

= contains a large number of different English
accents, including the 8 accents that were selected
in this work;

= includes the pronunciation of words that
most fully convey the features of the sound of a
particular accent;

= all speakers have exclusively English accents;

= includes the pronunciation of speakers of both
sexes, which allows to teach the network to clas-
sify the pronunciation of any speaker and reduce
the likelihood of obtaining an unpredictable assess-
ment in the case of training on the pronunciation
of speakers of only one sex.

= Jarge data set — 10 GB;

= wav audio file format.

Because the audio files in this dataset are in .wav
format, one can skip the audio conversion step. In
addition, the dataset contains demographic infor-
mation about users, which indicates their accent.

2. Preprocessing
To ensure the accuracy of the future algorithm,
it is necessary to provide speech data and get rid
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of "quiet" areas. To do this, a script was written,
which, passing at short intervals, checks whether
the energy density of this interval is higher than the
average energy density of the entire audio signal
multiplied by 4,8%. Energy density is calculated as
the square sum of its amplitude on the current time
window
2
E= A ,
n-m

where A — matrix, that represents time window,
nxm — its dimension.

After receiving exclusively speech from the re-
cordings, it is necessary to perform the procedure
of obtaining MFCC coefficients [8].

Each set of coefficients consists of 87 elements,
i.e. the total dimension of the coefficient matrix
obtained from 1 second of audio corresponds (50,
87).

The result of the procedure for obtaining MFCC
coefficients in each audio recording is a tensor size
(14542, 50, 87), i.e. 14542 results, each of 50 co-
efficients consisting of 87 values. The tensor was
divided into train and test set in a ratio of 4:1, re-
spectively.

3. Methods
The analysis of images traditionally makes use of
convolutional neural networks [2], [5]. Since we
have data in form of MFCC, we can feed them to
the network for image analysis.
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The developed model of the neural network is
presented in Fig.2.

Neural network characteristics:

= the network consists of 2 convolutional layers
with 3x3 filters and ReLU activation functions,
which adds nonlinearity to the network;

= the next layer is the max-pooling layer, which
leaves the most information-rich neurons;

= The last layers are the so-called dense layers,
which means that they are tightly connected to
the source layer, to which the softmax activation
function is applied. This function is used as the
last in most modern artificial neural networks and
performs the normalization of the results of the
last layer of the network in the direct distribution
of probabilities of each class (in our case, the ac-
cent).

4. Software implementation
The web application is built using client-server
technology. In accordance with the above men-

h

urgl Reactjs

MNext js

Client

Fig.3. Software system architecture

tioned application requirements, the architecture
contains following components (Fig. 3):

=  CNN (Convolutional Neural Networks) — a
neural network that evaluates accents;

= Telegram bot is written in Typescript lan-
guage to simplify the work with audio recording
and receiving notifications;

= PostgreSQL - a database for storing audio
files data;

= the client part provides an interface for re-
cording and listening to audio, creating goals and
viewing their progress;

= the server part performs the functions of pre-
dicting accents, interaction with the database, pro-
cessing user requests;

= AWS S3 — cloud storage for storing audio
recorded by users;

= Redis is a distributed repository of key-value
pairs that is used to cache data during a user ses-
sion.
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To implement the convolutional neural net-
work, the Python programming language was used
through easy and intuitive syntax and access to
libraries for working with large amounts of data
(pandas, numPy) and for processing audio files (li-
brosa). The latter is often used to obtain MFCCs
from .wav files [2], [5], [9].

Client part:

= implemented using React.js (framework for
building a front-end part in Typescript);

= urgl library was used to generate typed
GraphQL queries to the server;

= The Next js library is used to facilitate work
with page navigation;

= TSX — aspecial form of writing code in type-
script, using HTML blocks as expressions, which is
used to avoid creating static HTML pages.

Server part:

= implemented on Node.js (framework for
building a back-end part in Typescript);

= GraphQL language is used to build a strictly
typed API;

= ApolloServerisused to build a GraphQL server
that allows you to operate on entities created by the
developer, to perform CRUD operations on them.

5. Results
Model training took 80% of the total tensor. Other
20% was used to test the model across 2 epochs.
Test data are presented in Table.

Table
Accent Test Accuracy (%)
Australian English 76
American English 96
NY English 97
Canadian English 86
Irish English 94
Posh English 92
Welsh English 88
Scottish English 88

The worst accuracy is obtained with the Austra-
lian accent, presumably because this accent is very
similar to the Irish.

While listening to audio data from the selected
dataset, a small amount of completely blank audio
was detected, where the speaker is silent. Mea-
sures have been taken to disregard such data in the
training process, but even after that it has not been
possible to weed out a small percentage of such
data, which affects the accuracy of predictions.

Conclusions

Using Python and Typescript programming lan-
guages, GraphQL, urgl and React technologies, a
web application has been developed that recognizes
the percentage of how close user audio belongs to
each of 8 popular English accents on the basis of a
built and trained convolutional neural network.

Possibilities for improving the implementation
of the neural network and software system in the
following versions have been identified:

= achieving higher prediction accuracy by ad-
ding more filters and increasing the training time of
the neural network;

= reducing the training time of the neural net-
work by adding a check that the audio recording
belongs to the English language.

The architecture of the software system is flexi-
ble and can be extended by adding new modules
that expand the functions of the system.

It is possible to increase the number of accents
that the system evaluates, although this will require
additional resources, as it is necessary to train the
network from the beginning. At the same time there
is a probability of deterioration of the forecast ac-
curacy.

The materials of the article will be useful in sol-
ving problems of audio, video and graphic mate-
rials classification using neural networks.
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PO3IMI3HABAHHS AKIIEHTIB AHIJIIMCbKOI MOBU
3 BUKOPUCTAHHAM INIMBMHHOI'O MAIIMHHOTO HABYAHHA

Beryn. Po3mnizHaBaHHSI aK1IEHTiB KOPHCTYBayiB € aKTyaJIbHOO 3a1a4et0 SIK 151 TOKpallleHHS (yHKITIOHYBaHHSI TPOTPaMHMX
CUCTEM, TaK i IJIs1 TIOALH, sIKi BUBYAIOTh ITEBHY MOBY UM ii aKLIEHTH.

Merta crarti. Po3po0sieHHsI HeiipOHHOI Mepexi Ta BiMOBIAHOIO MPOrpaMHOro 3abe3nevyeHHs ISl po3MiZHaBaHHS
BOCbMU aKIICHTiB aHIJIiiCbKOT MOBM.

Metomu. O6paHO nmataceT IjIs HaBYaHHS HEWPOHHOI MepeXi. 3MilicCHeHO TTOYaTKOBY 00pOOKY MaHUX, SIKa TOJISATAE
Y BWIYYEHHi «TUXUX» OUTSTHOK. CIPOEKTOBAaHO 3rOPTKOBY HEMpOMEpexy, 110 CKIATAEThCS i3 JBOX 3rOPTKOBUX IIAPiB,
OJIHOTO I11apy max pooling, a TaKoX IBOX LIIbHUX 1IapiB. Helipomepeka Ta BinmoinHe I13 peasizoBaHO MporpamHo.
IIpoBeneHo TpeHYBaHHS MePEXi IMPOTSTOM JIBOX €MOX Ha MHOXMHI 5 516 aymio3anuciB, B3aTux i3 pecypcy English Multi-
speaker Corpus for Voice Cloning.

PesyabraTu. JI0CSATHYTO TOUHICTL TPOrHO3yBaHHs 89,07 % Ha TeCTOBUX JaHUX, IO IIPEACTABISINC 1 1 THC. MATPULIIMU
MFCC po3amipnicTio 50 X 87. Po3pob6ieHo mporpaMHe 3a0e3MeueHHS 1)1 BU3HAYCHHSI aKIICHTIB aHTTiIChKO1 MOBH, SIKE Ha-
Jla€ MOXJIMBICTb KOPHUCTyBady uepe3 BeO-iHTepdelic abo Tenerpam-00T 3a paxyHOK BUKOPHMCTaHHSI 3aropTKOBOL
HelipoMepexXi BU3HAYaTH BiICOTOK HAJEXKHOCTI ayaio3anucy OO0 BOCbBbMU HailOIbII PO3MOBCIOMXKEHUX aHITIOMOBHUX
AKLEHTIB.

BucHoBku. Marepiasin ctarti OyayTh KOPpUCHUMU MPU BUPIlLIEHHI 3a1a4 Kiacudikallii ayaio-, Biieo- Ta rpadiyHUx
MarepiaiiB i3 BAKOPUCTAHHSM HEHPOHHUX MEPEX.

Karouoei caosa: neiiponna mepexca, eaubunte MmauunHe Hag4auHs, posniznasanus akyenmie, MFCC, CNN.
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