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INDUCTIVE MODELING TOOLS WITH INTELLIGENT INTERFACE

This paper is devoted to the analysis of sources in the field of development and building intelligent user interfaces. Particular at-
tention is paid to presenting an ontology-based approach to constructing the architecture of the interface, the tasks arising during
the development, and ways for solving them. An example of construction of the intelligent user interface is given for software tools
of inductive modeling based on the detailed analysis of knowledge structures in this domain.
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Introduction

The problem of constructing and implementing
various types of intelligent interface between users
and software means has long history, see e.g. [1-3].
A series of International Conferences on Intelli-
gent User Interface (IUI) is held yearly; see the
home page [4]. As it is noted in [5], an IUI involves
the computer side having sophisticated knowledge
of the domain, and/or a model of the user. These
allow the interface to better understand the user’s
needs and personalize or guide the interaction.
Another interpretation of the IUI may be done as

follows: a program that has an intelligent interface
and uses intelligent techniques when interacting
with the user. The IUI might be based on some
user models, or on knowledge of the system func-
tionality, or on procedures helping the user [6].

Generally, there is an idea in most sources that
an intelligent user-computer interface should pre-
dict the users’ intentions and present information
based on that meeting their current needs. Besides,
the following IUI features are eligible: adaptability
to the needs of a particular user and the ability to
learn new concepts and techniques.
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The generation of interfaces, called "intelli-
gent", is designed to provide the user with ad-
ditional capabilities, including adaptability, cus-
tomization and assistance in solving problems.
The implementation of the intelligent user in-
terface should be an intelligent agent or inter-
mediary between the user and a particular com-
puter application that implements approaches
and methods to support communication with
the user [7].

As it was mentioned in [8], there is an inten-
tion to implement the following more broad
characteristics of the intelligent user interface
when designing the intelligent modeling system:
user-system interactive mode that tracks and sup-
ports all stages the modeling process; acquisition
and active usage of the user’s knowledge when
performing the process; permanent monitoring,
testing and correcting all decisions made by user
at any stage; training the user during interaction
with the system; and others.

Under the user-system interactive mode we
mean the spectrum of possible mutual actions
starting from the fully automated mode for a
novice user to the possibility of planning the
whole modeling process by a skilled user (ex-
pert). This is possible only when the intelligent
interface have means for the evaluating the le-
vel of user’s skills and automatic adaptation to
them [8].

This paper offers a way of "intellectualization"
of the inductive modeling software tools by ap-
plying an ontological approach to representing
the knowledge of the domain to design a know-
ledge base, computing tools, and intelligent user
interface.

The aims of this research is to make a survey of
sources on the state-of the art in intelligent user
interface (IUI) field (Section II), to explain our
ontology-based approach to the IUI construction
(Section III), to apply this approach to the domain
of inductive modeling (Section IV), to give an
example demonstrating the consequent decision
making as an [UI-based modeling process (Sec-
tion V) and to present relevant conclusive remarks
(Section VI).
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interface (IUI) = assistance in solving
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easy to learn

Fig. 1. IUI Characteristics

Intelligent User Interface:
Characteristics and Tasks

The user interface combines all the elements and
components of the program that can affect the user’s
interaction with the software. These include:

» a set of user tasks that he solves using the
system;

* system control elements;

* navigation between system units;

» visual (and not only) design of program
screens;

» means of displaying information;

» devices and technologies of data input/
output;

* the procedure for using the program and
documentation for it, etc.

Like traditional interfaces, intelligent user inter-
face should be easy to learn, practical and under-
standable. But, in addition, intelligent interfaces
promise to provide some additional features [9]:

* recognition of inaccurate, ambiguous and/or
partial multimodal input of information (acqui-
ring and processing information in the system us-
ing various devices such as mouse, keyboard, mi-
crophone);

+ creating a coherent, unified and understan-
dable multimodal representation;

* fully or partially automatic problem solving;

* interaction management (problem-solving,
customization, interface adaptation) through re-
presentation, inference, and use models of user,
domain, task and context.

Fig. 1 illustrates main differences between IUI
and traditional interfaces.
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In other words, "intelligence" of the user inter-
face can be interpreted as some subroutine-agent
(Fig. 2). On one hand, it monitors the user's actions,
analyzes them and helps the user by suggesting op-
tions for action. On the other hand, it connects to
a given software application and calls its commands
according to the model of dialogue with the user.

Interaction management is the core of the IUI
and is responsible for:

* interpretation and integration of recognized
information from different sources based on a data
transmission model;

» creating and adjusting a real-time dialogue
model, advancing the dialogue with the user ac-
cording to this model based on the domain model,
task model, and user model;

 recognition and formation of an action plan
based on the model of dialogue and past actions of the
user (direct input by the user or tracking his actions);

» presentation of results or formation of clari-
fying questions for the purpose of elimination of
ambiguities in the course of dialogue with the user.

An important characteristic of IUI is the abi-
lity to adapt the system response to the level of
understanding of a particular user. This ability
is based on the construction and use of the user
model and inference in the direction of appropri-
ate adaptations of the interface. The IUI adap-
tability includes adaptability both to the user and
to the context. Adaptability to the user requires the
construction of a user model, and adaptability to
the context - the model of the domain, the model
of the task and the model of dialogue. Ontologies
[10] and rules [11] can be used to build a domain
model and task models.

As well as ontologies cover conventional static
knowledge of a particular field, they are also valu-
able for other areas of research. In natural language

46 ISSN 2706-8145, CucreMH KepyBaHHA Ta KOMI'toTepH, 2020, N° 4



Ontology Application to Constructing Inductive Modeling Tools with Intelligent Interface

applications, ontologies can be used for natural
language processing or for automatic extraction of
knowledge from (scientific) texts.

The initiative in the interaction between the TUI
and the user can be given to the user, the system,
or be mixed (fig. 3) [12]. Mixed-initiative systems
support the natural alternation of user contribu-
tions and systems aimed at solving tasks. At the
moment, systems with mixed-initiative are consid-
ered the most promising.

This approach declares a significant improve-
ment in human-machine interaction, allowing
the computer to behave more like a partner who
is able to work with users to develop a common
understanding of goals and contribute to prob-
lem-solving in the most appropriate way. Creating
such complex systems requires a number of time-
consuming tasks. In particular, it is necessary to
develop mechanisms for collecting information,
formal presentation of knowledge of the domain,
drawing logical conclusions about the intentions
of the user, his attention, and his abilities in condi-
tions of uncertainty.

A dialogue is built between the user and the
agent, who pursue a common goal that must be
accomplished over the application. The IUI acts
as the driving force behind this dialogue. Its role is
to maintain and monitor the state of the dialogue
and to offer the following options for the develop-
ment of events moving along a certain tree of the
plan, consisting of actions necessary to achieve the
goal or sub-goal. The state of dialogue in the sys-
tem consists of a stack of goals and an action plan
in the form of an ontological model. The ontologi-
cal model of the user's task specifies the objects of
activity, defines the classes of terms, characteris-
tics, and areas of possible values, states, and ne-
cessary to perform the tasks of linking objects. This
is necessary to work out the functionality of ap-
plications, to build a sequence of actions that solve
specific types of tasks,

Note that TUI is abstracted from the specific
ways of transmitting the information, domain,
software, task and the user. One of the modern
approaches that allow solving the above problems
and reducing the effort required for implementa-
tion is Model-Based User Interface Development

(MBUID) [11]. The purpose of this approach is to
identify high-level models that allow you to define
and analyze software from a more semantically
oriented level. This allows you to create a complete
specification of the entire interface model, with the
division into components, modules, reuse, as well
as allow the implementation of automatic coding
of components according to the built specification
of the user interface.

Principles
of the Ontology-Based Approach

The use of ontologies can facilitate the description
of the IUI design problem as a part of complex sys-
tems from components and implement a program
that makes such a configuration independent of the
product and the components itself, makes it pos-
sible to reuse.

The advantage of an ontological approach is that
ontology defines a conceptual structured environ-
ment in which the process of constructing a model
of an automation object takes place.

Ontology is the exact specification of some field
that contains a glossary of terms and a set of domain
links describing relations between these terms. It
actually is a hierarchical conceptual skeleton of
domain.

Formal ontology model (O) is an ordered triplet

0=<T R, P>,

where T is finite set of terms of the domain being
described by the ontology O; R is a finite set of re-
lations between terms of the given domain; Fis a
finite set of the interpretation functions given on
the terms and/or relations of the ontology O.

Additional information about classes and their
relationship to each other, as well as restrictions on
the value of attributes for each class are fixed in axi-
oms. Axioms are sometimes segrerated in a sepa-
rate (fourth) set 4, then the ontology is given by the
quadruple O =<T, R, F, A>. In the classical sense,
they are part of a set of interpretation functions.

As a rule, ontologies are classified by levels of
generality [10]:

» Top-level ontologies (meta-ontologies, repre-
sentational ontologies) do not link to any specific
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Fig. 3. IUI Architecture

domain, operate with general concepts and rela-
tionships that do not depend on the subject area.
Such ontologies provide representative entities
without specifying what should be represented.

* Domain ontologies cover the knowledge that
applies to a particular type of domain, consists of
concepts that describe a particular subject area, sig-
nificant relationships in it, the set of these concepts
and relationships. If ontologies operate in several

48

domains, they are called generic or core ontolo-
gies, as well as super theories.

« Application ontologies (task ontology, applied
ontology) contain all the necessary knowledge to
model a specific process (usually a combination of
domain and method ontologies), where the con-
cepts are the types of problems to be solved and the
relationships are the decomposition of these tasks
into subtasks.
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The main principles of the ontological approach
to designing the user interface are [13]:

1. To separate the development and mo-
dification of the user interface from the application
under the rules of their interaction.

2. To combine content-homogeneous inter-
face information into separate components. For
example, you can select several basic systems of
concepts in the user interface:

* a system of user concepts through which the
user interacts with the system;

* developer concept system, which should
contain concepts to describe the structure and
means to display information in the interface,
describe the scenario of the dialogue and the
implementation of the interaction between the
application and the user interface.

3. To present the components of the user
interface in the form of declarative models formed
on the basis of universal ontologies describing each
component.

The user interface is the part of the software
package that, given the wide range of potential us-
ers, can often adapt, taking into account different
levels of training, a wide range of tasks, and per-
sonal preferences. Implementation of the user-

friendly interface, meeting these requirements, is
possible by building layouts of the future interface,
based on the use of universal ontological models of
the user interface.

There are several types of ontological models,
and each type plays a different role in the process
of software interaction with the user (Fig. 4).

The IUI architecture includes next ontological
models:

» The domain model D that represents the cha-
racteristics of the specific area, defines concepts,
characteristics, and areas of possible values.

* The user model V (ontology of presentation) that
collects, stores and updates knowledge about the
user so that the TUI effectively meets his require-
ments.

* The dialog script ontology model S that:

1. stores a dynamic representation of the user-
system dialogue;

2. defines: abstract terms to describe reactions
to events; the set of actions that occur when events
occur; event sources; types of window transitions;
and how to select window instances etc.

. The task model T that:

1. stores the representation of the solution of a
particular task in a formal form;
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2. determines: the set of tools and capabilities
provided by the application; the list of provided
functions that are characterized by the type of va-
lues, a set of parameters, their types, etc.

Then, the generation of the interface model
component is reduced to setting values of the cor-
responding model concepts of universal ontology
{D, V, §, T}. This representation allows imple-
menting one of the most important features of the
IUI, namely adaptability.

Ontology for the Domain of
the GMDH-based Inductive Modeling

The task model and the domain model of the sys-
tem can be developed using ontologies of different
levels. The automation of tasks for intelligent mod-
eling systems requires simulation of the modeling
process, which is a meta-modeling. A metamodel
is a model that describes the structure and princi-
ples of other mo-dels’ operation.

A metamodel provides a logical level of the do-
main and is interpreted dynamically at the applica-
tion level. This adds additional flexibility to the sys-
tem, since the domain logic can be changed without
modifying the code. To allow or disallow a type of
communication at the logical level, it is enough to
assign it only to the meta-model formal terms.

In fact, the metamodel is defined by a high-level
ontology, in terms of concepts of solution methods,
key stages, and constraints. The ontological model
of the domain at the lower level describes the al-
gorithmic components of each particular mode-
ling method in more details. To solve a practical
problem, an ontological model of the task is used.
This model has its own parameters, specific cha-
racteristics and tolerance ranges.

Designing an ontology for a specific domain re-
quires in-depth analysis, identification of relevant
concepts, attributes, relationships, constraints, in-
stances and axioms of this domain. Such analysis of
knowledge leads to systematization, construction
of a hierarchy of concepts with their attributes, va-
lues and relations.

The results of the analysis and structuring of the
inductive modeling area help to design the GMDH

meta-ontology [14]. It contains the basic compo-
nents of the modelling process. The main principles
of generating its characteristics are determined.

When formalizing knowledge, different types of
ontologies are used to solve problems — these are the
so-called ontologies of methods and tasks ([15]).
Ontologies of problems defining specific problems
contain terms and relations for specific tasks, and
ontologies of methods do terms that are specific to
specific methods of solving problems. Ontologies
of methods and tasks allow to clearly defining the
interaction between problem solving and know-
ledge of domains.

Inductive modeling is a model generation pro-
cess based on the analysis and generalization of
given statistical data obtained through observations
or experiments. The inductive modeling methods
provide building mathematical models of objects
and processes to solve a range of tasks:

* time series forecasting;

« classification (supervised learning);

* clusterization (unsupervised learning or self-
training: identification of effective features, forms and
rules of distinction); this problem is called “Objective
Computer Cauterization” (OCC) in GMDH field;

 determining the set of independent (inputs),
dependent (outputs), and irrelevant (uninforma-
tive) variables among the measured ones with the
aim to build an adequate model of the system; this
problem is called “Objective System Analysis”
(OSA) in GMDH field.

A number of methods are used to solve different
types of problems. In cases where it is necessary to
model objects, parametric GMDH algorithms have
proved to be effective. In cases of modeling objects
with fuzzy characteristics, it is more effective to
use nonparametric GMDH algorithms, in which
polynomial models are replaced by a sample of data
divided into intervals or clusters. Algorithms of this
type completely solve the problem of eliminating
the bias of coefficient estimates [16].

The ontology of methods specifies a set of
GMDH algorithms.

Parametric:

*the basic Combinatorial (COMBI) algo-
rithm is based on full or reduced sorting-out of
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gradually complicated models and evaluation of
them by external criterion on separate part of
data sample;

*  Multilayered Iteration algorithm (MIA)
uses at each layer of sorting procedure the same
partial description (iteration rule). It should be
used when it is needed to handle a big number
of variables;

e Objective System Analysis (OSA) algorithm.
The key feature of it is that it examine not single
equations but systems of algebraic or difference
equations obtained by implicit templates (with-
out goal function). An advantage of the algorithm
is that the number of regressors is increased con-
sequently, the information embedded in the data
sample is utilized better;

» Two-level (ARIMAD) algorithm for mode-
ling of long-term cyclic (such as stock or weather)
processes. There are used systems of polynomial or
difference equations for identification of models
on two time scales and then choice of the best pair
of models by external criterion value.

Non-parametric algorithms are exemplified by:

 Objective Computer Clusterization (OCC) al-
gorithm that operates with pairs of closely spaced
sample points [5]. It finds physical clusterization
that would as possible be the same on two sub-
samples;

» “Pointing Finger” (PF) algorithm for the
search of physical clusterization. It is implemented
by construction of two hierarchical clustering trees
and estimation by the balance criterion;

* Analogues Complexing (AC) algorithm, which
use the set of analogues instead of models and clus-
terizations [8]. It is recommended for the fuzziest
objects.

Inductive modeling is a process of directed
model generation and selection, consisting of a fin-
ite set of successive stages. All methods of inductive
modeling have standard components. Those can be
used as a basis to form a metamodel of inductive
modeling.

The principles of algorithmic modules formati-
on for solving a specific problem can be determined
as a result of the domain structuring. Depending on
the task type, a relevant method of solving it can be
selected.

Structuring the Successive
Process of Inductive Modeling

A step-by-step approach is applied to solve prob-
lems of modeling processes and objects from the
given data set. This approach is a consecutive se-
lection of «the best» solutions from a set of possible
options under condition of existence of the target
solution. An algorithm builds a tree of actions and
puts questions based on the knowledge about the
current action and a given goal. The peculiarity of
the algorithm is that it does not produce the whole
plan of modeling in detail but only a part of it. The
plan is formed in more details in the course of the
modeling process (Fig. 5).

The process of any real-world problem solution
can be characterized by the following stages:

1. Data preparation: creation and maintenance
of data files or databases, and their pre-processing
(smoothing, gaps handling, outlier filtering, sca-
ling, centering, normalization).

2. Task preparation: determination of the prob-
lem type (static data or real-time data modeling),
the purpose of modeling (approximation, inter-
polation, extrapolation, trend selection, etc.),
and primary data analysis (determining statistical
characteristics, correlation, trend and oscillatory
properties).

3. Task definition: determination of the object
class (linear or nonlinear, static or dynamic, sta-
tionary or nonstationary etc.) and selection of the
basic functions class (polynomials, trigonometric
series, difference equations etc.).

4. Modeling problem statement. choosing the
model quality criterion, the type of the model
structure generator, and the parameter estimating
method.

5. Solving the stated problem: the actual modeling
procedure is performed based on the given data.

Inductive modeling is a process of sequential
decision making consisting of a certain set of
successive stages. Therefore, we can decompose
the solution of the relevant modeling method
selection problem into certain sub-problems
to solve them individually in a sequential man-
ner (Fig. 6) [17].
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Fig. 5. Fragment of the ontology describing main stages and
methods used throughout the inductive modeling process

Suppose, for example, that the data is pre-pro-
cessed and does not contain gaps, outliers, and so
on. Then, the appropriate sequence of decision-
making stages, taking into account the results of
this report, will be as follows:
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Fig. 6. Decomposition of the process of sequential
decision making

1. Choice of the modeling purpose (approxi-
mation, interpolation, extrapolation, trend de-
termination, construction of an input-output
model etc.).

2. Determination of the process type (linear static
object, non-linear static object, linear time series,
non-linear time series, linear dynamic process,
nonlinear dynamic process).

3. Determination of process stationarity (sta-
tionary, with increasing, decreasing, or oscillatory
trend, sum of trends).

4. Choice of the model class (linear regression,
autoregression, autoregression with the trend, har-
monic, logarithmic, polynomial or exponential
functions of time, difference equations etc.).

5. Choice of the external criterion for the mo-
del selection (Fisher criterion, Akaike criterion,

Mallows Cp—statistics, jack-knife, unbiasedness,

regularity criterion etc.).

6. Choice of the parameter estimation method
(LSM, LMM, ridge regression etc.)

7. Choice of the structure generation method (a
given structure, nested structures, inclusion, ex-
clusion, stepwise, branch and bound, exhaustive
search, combinatorial, combinatorial-selective,
multilayered, relaxation, genetic etc.).
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8. The model validation (Fisher statistics, R? cri-
terion, accuracy on a validation data set etc.)

At each of these stages, one of a number of pos-
sible decisions (done by experts, based on the lite-
rature or experience) is made, following which one
can move to the next stage. If one uses the decom-
position of the proposed stages, then, depending on
the decisions made at the previous stages, the set
of potential solutions will be significantly reduced
further. This is because the decision at each stage
imposes implicit restrictions on the application of
certain methods required at the subsequent stages.

In general, it is clear that the proposed decom-
position of the process into stages and, in turn, the
stages into basic and auxiliary solutions are also the
structure of an intellectual dialogue. Its application
in the IUI decision-making system is a condition
that the user could get a model of the studied object
using the modeling system, regardless of the level
of his/her training, a priori knowledge of the object
and the initial data. Evidently, the more prepared
is the user and the more information he/she holds
on the object or process, the more adequate model
will be built.

It might be noted that even a user who firstly try
to solve a modeling task using such system can al-
ways get maybe a simple but still satisfactory model
applying the automatic mode of the system.
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OHTOJIOTTYHUM HIIAXIJI 10 IIOBYAOBU IHTEJIEKTYAJIBHOTO IHTEP®EVICY
KOPUCTYBAYA B IHCTPYMEHTAJIbBHUX 3ACOBAX IHAYKTUBHOI'O MOJEJIIOBAHHA

Beryn. [enepariist inTepdeiicis, sika Ha3MBAETHCS "IHTEIEKTYAIbHOI", MPU3HAYeHA /UTST HalaHHSI KOPUCTYBauyeBi JOIaTKOBUX
MOXJIMBOCTEH, BKJIIOYAIOUM aIaNTUBHICTh, HATAIITYBAHHS HA KOHKPETHOTO KOPUCTYBava Ta iHTEPAKTUBHY JOMOMOTY Y BUPi-
LLIeHHI TTpo6sieM. [HTenekTyanbHuii iHTepdeiic KopucTyBaua Ma€ OyTH iHTEIEKTYaJIbHUM areHTOM a00 MoCcepeTHUKOM Mix KO-
pUCTyBaYeM i IEBHUM KOMIT FOTEPHUM JIOJATKOM, 1110 Peali3ye MiIXOAU Ta METOAU MiATPUMKU KOMYHIiKallii 3 KOPUCTYBAYEM.

Mera crarti. Y po0OOTi IPOMTOHYETHCS MiAXim 10 "iHTeNeKTyai3alii" mporpaMHUX 3ac00iB iHAYKTUBHOTO MOJETIOBAH-
H$1 Ha OCHOBI OHTOJIOTIYHMX KOHLENUilA MOAAHHS 3HAaHb PO MPEAMETHY Taiy3b Uil MPOeKTyBaHHS 0a3u 3HaHb, 00YUC-
JIIOBAJIbHUX iHCTPYMEHTIB Ta iHTeJIeKTyaJlbHOro iHTepdeiicy KopucTtyBaya. Ll 1boro mOCiKeHHs: BUKOHATUA OTJISI
JIKepeJs TIpo CyJacHi 3acaiy KOHCTPYIOBAHHS iHTeeKTyalbHOoro iHtepdeiicy kopucryBava (11K) , mossicHUTH Hau miaxin
1o nodynosu 11K, 3acHoBaHuUIA Ha OHTOJIOTrIT, 3aCTOCYBATH LIeH MifAXiA M0 rajqy3i iHIyKTUBHOTO MOJEIIOBaHHS, a TAKOX
HaBECTU MPUKJIIAJ, 1110 JEMOHCTPYE MOJAbIIe NPUNHATTS pillleHb SK Mpoliec MojeatoBaHHs Ha ocHoBi [1K Ta nogatu
BiIMOBIAHI IPUKIHLIEBI 3ayBaXKeHHSI.

PesyabraT. Po3riissHyTO cydacHi minxoau 10 opraHisailii iHTeJIeKTyalIbHOTO KOPUCTYBAIIbKOTO iHTepdeiicy. OnrcaHo
XapakTepucTukH i 3aBaaHHs 1K, npuHIMNIM OHTOI0TIYHOrO MiIX0QY 10 HOro KOHCTPYIOBaHHS Ta (hyHKIIIFOBaHHSI.

CraH 1iajiory B CMCTeMi BUBHAYAETLCSI HAOOPOM 11iJIeii Ta IJIaHOM il Y (popMi OHTOJIOTIYHOT MOJIEIi 3aBAaHb KOPUCTYBayva,
sIKa BU3Haya€e 00’ €KTU TisUIbHOCTI, KJIaCU TEPMiHiB i XapaKTepUCTUK Ta 00J1aCTi IXHIX MOXKJIMBUX 3HAYEHbD i CTaHiB, HEOOXiTHUX
JUUISI BAKOHAHHSI 3aBaHb 3B’s13yBaHHs1 00’€KTiB. Lle HeoOXinHO s BiarpaloBaHHs (DyHKIIOHATLHUX MOXKJIMBOCTEN 10AaT-
KiB, MOOY/I0BU MOCJTiJIOBHOCTI J1iiA, 1110 BUPILLIYyIOTh KOHKPETHI TUIHY 3aBIaHb. BaxkmBo Opatu g0 yBaru, 1o /Ul abctparyeThbest
Bil KOHKPETHHUX CIOCOOIB Mepeaadi iHdopMallii, JTOMeHY, TPOrpaMHOT0 3a0e3MeueHHsI, 3aBIaHHS Ta KOPUCTYBaya.

Pesynbratu aHamizy i CTpyKTypyBaHHSI 3HAHb 3arajoM y rajaysi iHIYKTMBHOI'O MOJEJIIOBaHHSI € 0a3McoM i po3-
PpOOGJIEHHSI METAOHTOJIOTiT KOHKPETHOI IMPEAMETHOI rajTy3i iHIyKTUBHOTO MOJieTioBaHHsI Ha ocHOBI MI'YA. Taka oHTOJIOTIST
MiCTUTb OCHOBHI KOMITOHEHTHU MPOLIECYy MOMIETI0BaHHS. BU3HaU€HO OCHOBHI NMpUHUMUNKU (DOPMYBAHHS Oro Xxapakrepuc-
tuk. [IpeacraBieHo pparMeHT OHTOJIOTIT JOMEHY iHAYKTUBHOIO MOJIETIOBAHHSI.

IMokazaHo, 1110 pO3KJIaIaHHSI IIPOLIECY PO3B'SI3aHHS OyIb-IKOI peaTbHOI 3a/1a4i Ha €Talu i, y CBOO YepTy, €TaITliB Ha OCHO-
BHi Ta JIOTTIOMiXHi pillieHHs cripusie OPMYBaHHIO CTPYKTYPH iHTEJIEKTYaTbHOTO AiaIory. 3aCTOCYBaHHS IOTO B CUCTEMi MPU-
WHATTS piteHs 11K € ymoBoto Toro, 11106 KoprcTyBay Mir OTpMMaTH MOJeJb 00'€KTa JOCTIIKEHHS 32 I0MTOMOTO0 BilllTOBII-
HOI CUCTEMU MOJICJIIOBaHHSI, HE3aJIeXKHO Bill piBHS 110r0/ii MiArOTOBKM, alpiOpHUX 3HAHb PO 00'€KT Ta MOYaTKOBUX JaHUX.

BucHOBKM. Y cTaTTi MpencTaBieHO MPUHIIMITA MOOYA0BU iHTepdelicy KOpUCcTyBaya Ha OCHOBI OHTOJIOTIYHUX MOJeJIeit
MpU KOHCTPYIOBAHHI CUCTEM iHIYKTUBHOTO MOJENOBaHHS. Takuii MifXia 103BOJISIE CIIPOCTUTU PO3POOJIEHHS e(EeKTUB-
HUX i 3py4yHUX iHTep(eciB 1181 pi3HUX PiBHIB MiATOTOBKM KOPUCTYBaya, sIKi MalOTh iHTEJIEKTyaIbHi XapaKTepUCTUKU. Mu
BBaXKaeMO, 1110 3aIPOITOHOBAHUI TinXin 3abe3mneduye nepesary 3aBAs K BUCOKOMY PiBHIO (hopMasti3My OHTOJIOTiH, He3a-
JIEXKHOCTI Bi/l MOB i 3aC0O0iB ITporpamMyBaHHSI, MOXJIMBOCTI BHOCUTH 3MiHU B CTPYKTYPY iHTepdeiicy He3allesKHO Bijl iHIINX
YaCTHUH MPUKIATHUX MPOTrpaM, aBTOMaTUIHOTO KOJYBAHHSI HA OCHOBi OHTOJIOTIA.

Karouosi caosa: inmensexmyanvruii inmepgeiic xkopucmysaua,; 3acoou iHdykmugHoeo modenwsanus; MITYA; onmonoeivnuil
nioxio; memamoodens npedmemuoi eany3i, 63aemo0is AHOUHA-KOMN omep.
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