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INFORMATION TECHNOLOGY OF VIDEO DATA PROCESSING
FOR TRAFFIC INTENSITY MONITORING

Traffic jams are a huge problem for all road users and are caused by increasing traffic intensity and poor quality of traffic mana-
gement systems. The systems that control traffic flows and decide to change parameters must receive reliable and up-to-date data
on traffic intensity. In order to accurately determine the traffic intensity, a system of automated video data processing from video
surveillance cameras of the traffic lane is developed. The traffic intensity is determined by the method of obtaining the traffic
congestion coefficient (TLCR) according to the data, gained by processing the video frame using the U-Net neural network, and
the following transformation of TLCR time series into traffic intensity time series. The new in formation technology implements an
image processing algorithm fo detect the presence of vehicles in a certain section of road, a method of determining the congestion of
the lane (TLCR) and a method of determining the intensity of successive values of congestion of the lane. The experimental results

show that the proposed information technology is able to identify traffic intensity with an accuracy of 99,35 percent.

Keywords: image analysis, traffic intensity, traffic congestion index, TLCR, neural network.

Introduction

Road congestion is a huge problem for all road
users and is caused by increasing traffic intensity,
low traffic capacity and, at the same time, poor
quality of traffic management systems. Traffic in-
tensity is the most important factor influencing road
safety. Its value is used in planning and conduction
of road construction works on highways, develop-
ment plans and measures for the growth of the road
network, determining the amount of investment in
the road industry [1]. The systems that control traf-
fic flows and decide to change control parameters
must receive reliable and up-to-date data on traf-
fic intensity. Therefore, one of the most important

tasks is data collection, because the quality of the
system as a whole depends on the correctness of the
determination of traffic indicators.

The Road Design Guide indicates 10 percent
growth rate for all national roads annually [2]. The
correspondence of this value to the actual growth
rate can be assessed only if the analysis of the growth
rate is performed on the basis of actual traffic data,
as the increase in traffic intensity is not constant in
different areas. Therefore, the requirement of up-
to-date traffic data and proper data analysis is nece-
ssary to achieve reliable traffic characteristics.

There are various methods for determining the
traffic intensity on highways including contact-
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mechanical, magnetic-inductive, visual, combined
methods, etc. In Ukraine, visual accounting is used
to determine the traffic flow intensity [3].

In work [4], the authors use GPS data to deter-
mine the intensity. The information received in
real time was presented as a sequence of pairs of
the physical coordinate and the serial number of
the vehicle. The disadvantage of this method is the
inaccuracy of determining the coordinates due to
errors in navigation systems. As a result, the data
obtained may not coincide with the location of the
vehicle in reality and lead to incorrect determina-
tion of the intensity as a whole.

In work [5], a full-fledged INFOPRO Video
Detector device was proposed for vehicle accoun-
ting. The device captures various characteristics of
traffic, including the average speed of cars, traffic
intensity and the interval between cars. The disad-
vantage of the system is the high cost and the need
to install the device in the study areas at a specially
designated height, instead of using cameras.

In work [6], the authors propose to use visual
accounting, and only then based on the actual
values of intensity to apply a mathematical model
in the form of functional dependence, taking into
account the month, day of the week, time of day
and holiday. To assess the adequacy of the proposed
method, the authors used Fisher's F-test. The disa-
dvantage is the need to reconduct visual accoun-
ting in a short period of time, because the number
of vehicles on the roads is constantly growing and
the data obtained earlier will no longer be relevant.
Emergencies, such as an accident or a traffic light
malfunction, are also not taken into account.

In work [7], reverse parsing is used to determine
cars from images obtained from the Earth observa-
tion satellite Radarsat-2 — a physical phenomenon
in which light from a flash is repelled back into the
lens, causing bright spots between the flash and the
main object [8]. The authors state that this method
allows to correctly detect up to 90% of vehicles,
which makes it possible to use it to monitor traffic.
However, the method has a significant disadvan-
tage, namely, a vehicle whose size is smaller than
the image expansion is difficult to detect.

In work [9], images from video cameras are used
to determine the number and speed of vehicles.

Image segmentation is performed using a method
based on neural architecture [10].

The purpose of this study is to increase the ac-
curacy of determining the traffic intensity based on
the analysis of video data in real time through auto-
mated processing of video data obtained from video
surveillance cameras in the lane. The new techno-
logy is based on an image processing algorithm to
detect the presence of vehicles in a certain section
of road, a method of determining the congestion
of the lane (TLCR) and a method of determining
the intensity of successive values of congestion of
the lane.

Methods and Tools

The following technical devices were used to imple-
ment the information technology for determining
the intensity of traffic: a video surveillance camera
and a computer connected to the Internet.

The process of determining the intensity of traf-
fic in the video consists of the following stages:

= data collection from a video surveillance ca-
mera;

= convert video to a sequential set of images;

= image segmentation for vehicle selection;

= distribution of vehicles in traffic lanes;

= determining the TLCR load for each lane in
each image;

= determination of traffic intensity from con-
gestion indicators;

= determining the overall load;

= record indicators in the database.

The software consists of the following modules:

= Data collection module.

= Image processing module (segmentation).

=  The module for determining the load index.

=  Module for determining the intensity of tra-
ffic.

The following tools were used in software deve-
lopment: python programming language, SQLite
database, and libraries tensor flow, OpenCV,
NumPY, PySide.

Image Processing

Data from the website videoprobki.ua were ob-
tained for the study. The U-Net neural network
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Fig. 1. The result of image processing of the U-NET lane

Fig. 2. The area selected to determine the congestion of the
lane

Fig. 3. The result of the conjunction operation

is implemented for image processing. The neural
network solves the problem of segmentation, which
allows you to select pixels that have common visual
characteristics [ 12]. Typically, such neural networks
are used to process biomedical images, because its
training does not require a large amount of data
[13]. The result of image processing of the lane by
the neural network is shown in Fig. 1.

To determine the intensity of traffic, the con-
gestion coefficient of the traffic lane (TLCR), de-
termined by formula firstly proposed in work [12],
should be found:

_2h

55| (1

where i is the pixel index of the region A; |A| is the
number of pixels of the region A, Vi is the value of
the i-th pixel, C is determined in the interval [0, 1]
through the coefficient 1/255.

When determining the load index, it is impor-
tant to correctly select the area corresponding to
the lane. Cars passing on adjacent lanes, depen-
ding on the geometric properties and angle of the
came-ra can be counted as cars moving in the
study area. The angle of the camera does not al-
ways allow the use of a rectangle as an area cor-
responding to the part of the lane of formula 1. It
was decided to improve the algorithm, using any
quadrilateral instead of a rectangle. An example is
shown in Fig. 2.

To determine the number and sum of pixel va-
lues in the selected lane area, the following algo-
rithm is used:

= In the first step, an image of the same size as
the original is created, and we place a figure on it
that corresponds to the studied area of the lane.

= In the second step, the rectangle 1 around
the shape is approximated using the bounding-
Rect function of the OpenCV library [14] and the
second rectangle 2 is cut out of the processed ima-
ge using the neural network.

= The next step is the conjunction operation for
rectangles 1 and 2, the result of which is the rec-
tangle 3 (Fig. 3).

= The number of pixels in the selected area is
determined in the fourth step by the number of
non-zero pixels in the rectangle 1.
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" The last step is summing pixel values in
rectangle 3 using the sumElems function of the
OpenCV library.

Fluctuations in the values of the TLCR load in-
dex are used to determine the intensity. The vehicle
is credited if the TLCR value determined from the
current frame is greater than the threshold value,
and the TLCR value from the previous frame is
less than the threshold value. To correctly deter-
mine the intensity, it is important that there is not
more than one vehicle in the study area. Otherwise,
fluctuations in TLCR values in a dense flow of cars
will not be recorded. It is also important that the
study area is not too small, because the asymmetry
of parts of the vehicle can lead to erroneous fluc-
tuations in a load. The intensity of traffic is deter-
mined by the formula:

1 & |1if (c, >k)n(c_, <k).
[(A)_ T ;{O other wise, 2)
where T'is the observation interval; c is the array of
lane load factor (TLCR), k is the threshold value, c,
is one of the successive TLCR values over time.

To determine the threshold value, the root mean
square error is calculated from the test sequence
data, which is also known as the criterion of regu-
larity [15]:

2
z ( cr‘eal _ cmode/)
AN ' (3)

K= z real ’
’ ¢
real model

where ¢, isanactual value of intensity, ¢, is
a calculated value of intensity.

Determining the best threshold consists of the
following steps:

= Carrying out visual accounting and deter-
mining the actual intensity of traffic for 2 hours.
Each value is an intensity for 1 minute.

. Division of data into two parts: part 4 (data
sequence) and part B (test sequence).

= Determination of the best values of k (thresh-
old value) using the criterion determined on the
training sequence of data in the selected interval
by formula (3). The interval from 0,05 to 0,5 with
a step of 0,005 is selected.

. Determination of the best value of &
using the criterion determined on the test sequence
of data.

For experimental data, the best threshold value
k = 0,155 was obtained, the corresponding values
of the criterion on the training and test sequences
of data are 0,001375 and 0,000064, which indicates
a fairly high accuracy of the model.

Evaluation Index

In [16], to assess the average performance of a
video traffic system, the use of four indicators was
proposed: Accuracy, Recall, Precision and F-mea-
sure. Accuracy is used to estimate the difference
between the calculated value and the true value,
which can be defined as:

|C0unted =T rue|

S — (4)
rue

where True is the actual number of vehicles and

Counted is the calculated number.

Recall is a measure of a method's success in iden-
tifying relevant objects in a set, that is, the percen-
tage of relevant objects detected in all relevant ob-
jects, while Precision is the percentage of relevant
objects detected in all projects. The F-measure is
the weighted average harmonic mean of Recall and
Precision, which combines the results of Recall and
Precision. Three indicators can be defined as:

Accuracy =1—

Recall = L, Precision = L , (9)
TP+ FN TP+ FP
F- mesure =2 Recall - Precission ’ (6)

Recall + Precission

where TP is the number of true positive results (ve-
hicles that have been successfully counted), FN is
the number of false negatives (vehicles that should
have been counted but were’t), and FP is the num-
ber of false positive results (false volumes). objects
that were credited as vehicles). Using 7P, FN and
FP, True, Counted, Accuracy can also be expressed
as:

True =TP+ FN, Counted =TP+ FP (7)
FN — FP
|V - FP| ®)

Accuracy =1— .
TP+ FN

According to the work [16], Accuracy can only
estimate the total difference between the calcula-
ted values and the actual values, and cannot reflect
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Cc

Fig. 4. The results of the experiments: @ — Oleny Telihy Street; b — Pivnichnyi Bridge; ¢ — Povitroflots'kyi Bridge, camera

No. 1; d — Povitroflots'kyi Bridge, camera No. 2

errors in the interpretation of noise as a vehicle
or errors in the detection of the missing ones.
Worse situation would be that, the outcome of
Accuracy may approach 1.0 when the numbers
of these two mistakes are close to or even equal.
Therefore, a comprehensive analysis of accu-
racy and F-measure may be more scientific to
assess the effectiveness of the method.

The Experimental Results

The research results are presented in Table 1—4
and in Fig. 5. All four performance indicators
Recall, Precision, F-measure and Accuracy for
the camera on the Oleny Telihy Street is equal
to 1,0, which means that all vehicles were cor-
rectly identified (Fig. 4,a, Table 1).
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Table 1. Calculation results of the Oleny Telihy Street

Lane True Counted TP FN FP Recall Precision  F-measure  Accuracy
Lane 1 207 207 207 0 1,0 1,0 1,0 1,0
Lane 2 161 161 161 0 1,0 1,0 1,0 1,0

Total 368 368 368 0 0 1,0 1,0 1,0 1,0

Table 2. Calculation Results of the Pivnichnyi Bridge

Lane True Counted TP FN FP Recall Precision = F-measure  Accuracy
Lane 1 202 200 200 2 0 0,9901 1,0 0,9950 0,9901
Lane 2 223 219 219 4 0 0,9821 1,0 0,9910 0,9821

Total 425 419 419 6 0 0,9859 1,0 0,9929 0.9859

Table 3. Calculation Results of the Povitroflots'kyi Bridge, camera No. 1

Lane True Counted TP FN FP Recall Precision = F-measure  Accuracy
Lane 1 266 265 265 1 0 0,9962 1,0 0,9981 0,9962
Lane 2 303 301 301 2 0 0,9934 1,0 0,9967 0,9934

Total 569 566 566 3 0 0,9947 1,0 0,9974 0.9947

Table 4. Calculation Results for the Povitroflots'kyi, camera No. 2

Lane True Counted TP FN FP Recall Precision  F-measure  Accuracy

Lane 1 170 169 169 1 0 0,9941 1,0 0,9971 0,9941

For the camera on the Povitroflots'kyi Bridge,
the value of the F-measure is 0,9929, and the
accuracy is 0,9859. Six objects were missed
among 419 correctly defined goals (Fig. 4,5,
Table 2). Forthe camera No. 1 onthe Povitroflots'kyi
Bridge the value of the F-measureis 0,9974, and the
accuracy is 0,9947.Three objects were missed
among 569 correctly defined goals (Fig. 4,c, Table
3). For the camera No. 2 on the Povitroflots'kyi
bridge one object was missed (Fig. 4,d, Table 4).

In all cases, the errors occurred due to the fact
that the car was passing between the lanes and
therefore two cars got into the frame at once.
In this case, the TLCR does not fall below its
threshold value and the system assumes that the
previous car has not passed yet and therefore the
vehicle is not erroneously credited (Fig. 5).

Discussion

We compared the basic indicators of our pro-
posed system with the similar methods, which
are presented in [16]. The obtained comparison
results are presented in Table 5. With a compa-

rable number of analyzed vehicles, it was found
that the accuracy is higher in Y. Chen [16], al-
though the total number of errors is 21 among
which10 are missed vehicles and 11 are errone-
ously calculated. Thus, the values in formula
(8) are compensated and as a result only one
erroneous value will be taken into account.
While the F-measure, which takes into account
missing and erroneously calculated values, is
more reliable for determining the accuracy
of the system. In work [16] the F-measure is
lower.

In total, 1522 vehicles were correctly iden-
tified in the experiment and 10 vehicles were
missed. The only reason for missing cars is a
traffic between lanes of the highway. [16] also
mentions poor lighting and the movement of
large and long cars, which can block smaller
cars, as causes of errors. We did not find such
causesinourstudy, althoughthismaybethe sub-
ject of future research. The obtained values of
the F-measure 0,9967 and the Accuracy 0,9935
demonstrate the high reliability of determining
the traffic intensity of the developed system.
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Fig. 5. The examples of erroneusly not included vehicles:
a —

Conclusions

In this study, a technology for determining the
traffic intensity based on video data coming
from a video surveillance camera is developed.
The advanced algorithm for determining the
congestion coefficient TLCR transport section
makes it possible to take into account only cars
moving in the studied lane. A method for de-
termining traffic intensity based on congestion
coefficient time seriesis developed.

The sequence of data processing and trans-
formations constitute a new information tech-
nology for determining the intensity of traffic,
and provides high accuracy in estimating the
intensity of traffic on the road. The proposed
system successfully calculated high-perfor-
mance vehicles, for example, the average values
of F-measure and accuracy reached 0,9967 and
0,9935, respectively.

Further research requires the development
of a software module that implements an algo-
rithm to predict the traffic intensity taking into
Povitroflots'kyi Bridge, camera No. 1; h— Povitroflots’kyi ~ account the entire data set.

Bridge, camera No. 2
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IHOOPMALIMHA TEXHOJIOT I MOHITOPUHTY IHTEHCUBHOCTI
JOPOXHbBOI'O PYXY 3A JAHWMMU BIAEOPAALY

Beryn. 3aTopu Ha TOoporax € BeJIMYe3HO0 MPoOJIeMOIO TS BCiX YYaCHUKIB JOPOXHBOTO PYXY i MPUYMHOIO iX € 3pocTarda
iHTEHCUBHICTh PyXy Ta HE3aIOBUIbHA SIKICTb CHCTEM YIIPABIiHHS TPAHCMOPTHUM pyxoM. CHCTeMU, IO YIPaBISIOTH
TPAaHCIIOPTHUMM MTOTOKAMMU Ta MPUIUMAIOTh PillIeHHS PO 3MiHY MTapaMeTpiB YIIPaBIiHHS, MalOTh OTPUMYBATHU JOCTOBipHi
Ta aKTyaJlbHi JaHi PO iHTEHCUBHICTh TpadiKy. 3 METOI0 TOUHOTO BU3HAYEHHS iIHTEHCMBHOCTI TPAaHCIIOPTHOTO PyXy OYJI0
po3p00JIEHO CUCTEMY aBTOMATM30BaHOI OOPOOKM JaHUX BilE€OPsiAy 3 KaMmep BilleOCIOCTEPEKEHHSI CMYTU TOPOKHbBOIO
pyxy. [HTEeHCUBHICTh TPAHCTIOPTHOTO PYXY BU3HAYAETHCS PO3POOIEHIM METOIOM OTPUMAaHHSI TOKA3HUKA 3aBaHTAXXKEHOCTI
tpa"cnoptHoro pyxy (7TLCR) 3a maHuMu, OTPUMaHWMM B Pe3yJabTaTi 00pPOOKU Kaipy Bileopsay 3 BUKOPUCTAHHSIM
HelipoMepexi U-Net. Pe3ynabrat IOCHIIXEHb JEMOHCTPYIOTH, 110 3allpOMIOHOBAaHA METOIMKA 3[aTHA IiAPaxoBYBaTH
TPaHCMOPTHI 3aC00M 3 TOUHICTIO 99,35 BilICOTKIB.

Merta crarti. MeTo0 IOCHTIIXKEHHS € MiABUILEHHS TOYHOCTI BU3HAYEHHSI iHTEHCMBHOCTI PyXy Ha OCHOBi aHali3y
BileomaHUX y peXHUMi peajbHOro 4acy IIJISIXOM aBTOMAaTM30BaHOI OOpOOKHM BileomaHUX, OTPUMAHUX Bil Kamep
BiIEOCTIOCTEPEXEHHS Y CMY3i.

Metomu. Po3nizHaBaHHS1 00pa3iB, MOAEIOBAHHS, IUTYYHUI iHTEJIEKT, aHai3 TaHUX.

Pesyabratu. Po3pobiieHo iHdbopmamiitHy TeXHOIOTiI0O BM3HAYEHHST {HTEHCHMBHOCTI ITOPOXHBOTO DPyXy 32 IaHUMU
BiZleopsiy, 1110 HAIXOSTh 3 BileOKaMePU CIIOCTepekeHHs. 3alponoHOBaHA CUCTEMA YCIIIITHO MipaxyBaja TPaHCIIOPTHi
3acOo0M 3 BHCOKOIO MPOIYKTMBHICTIO, HANPUKJIIAL, CepeaHi 3HaueHHs1 F-Mipu Ta TouHicTh mocariu 0,9967 ta 0,9935
BiZlITOBIZHO.

BucHoBKH. Y [aHOMY JOCHIAXEHHI PO3POOAEHO TEXHOJOTIH0 BU3HAYEHHS iHTEHCUBHOCTI NOPOXHBOTO PYyXy 3a
MAHUMMW BieOpsIOY, 1110 HAAXOMASTDH 3 BileOKaMepH CIOCTEPEXEHHS. YIOCKOHAIEHWI alTOPUTM BU3HAYEHHSI TTOKA3HUKA
3aBaHTAXEHOCTI TpaHCTIOPTHOI HinstHKM 7TLCR Hagae MOXJIIMBICTh BPaXOBYBaTH TiIbKM aBTOMOOINI, sIKi pyXaloTbCsl 1O
JOCTiIKYBaHii cMmy3i. Po3po6iieHuit MeTol BU3HAYa€ iHTEHCUBHICTh JOPOXHBOTO PYXy Ha OCHOBI MTOCTiTOBHUX 3HaYEHb
MOKa3HKKa 3aBaHTAXKEHOCTi.

[TocninoBHicTh 00POOKM Ta MEPETBOPEHD JAHUX CKJIAIaI0Th HOBY TEXHOJIOTi10 BU3HAYEHHSI iIHTEHCMBHOCTI IOPOXHBOTO
pyXy, 1110 320€e31e4y€e BUCOKY TOUHICTh OLIIHKU iHTEHCUBHOCTI PyXy TPAHCIIOPTHUX 3aC00iB Ha AUISHIL JJOPOXHBOTO PYXY.
3amnporoHOBaHa CUCTeMa YCIIIIIHO TimpaxyBajia TPaHCIIOPTHI 3ac00M 3 BUCOKOIO ITPOMYKTUBHICTIO, HATIPUKJIA, CePeIHi
3HA4YeHHSs F-Mipy Ta TouHicTh mocsaru 0,9967 Ta 0,9935 BinnosinHo.

V nopanplux AOCHIIKEHHSIX HEOOXiTHAa PO3pPOOKa MPOrpaMHOTO MOJYJIS, SIKUI peajlizye alropuT™ MPOTHO3YBaHHS
MOKa3HKKa 3aBaHTAXXEHOCTI 3 ypaxyBaHHSIM YChOro HAOOPY AaHUX.

Karouogi caosa: ananis 300padicenns, inmeHCUBHICMb MPAHCNOPIHO20 PYXY, NOKA3HUK 3d8AHMANCCHOCMI MPAHCNOPMHOZ0 PYXY,
TLCR, neiipomepednca.
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NHOOPMALIMOHHAA TEXHOJIOT'MAA MOHUTOPMHTA MHTEHCUBHOCTHU
JOPOXHOI'O ABMXEHWMA 110 JAHHBIM BUIEOPAIA

Beenenne. [1poOku Ha moporax SIBJISIIOTCSI OTPOMHON TMPOOGJIeMON IS BCeX yYaCTHUKOB IOPOXHOTO NIBUXXEHUS, U
HpPI‘-IPIHOfI UX ABJISACTCA pacTymasd UHTCHCUBHOCTD ABM2KCHMS U HCYOTOBJICTBOPUTCIBHOC KAYCCTBO CUCTEM YIIPABJICHUA
TPaHCIOPTHBIM JBIKeHMEM. CHUCTEMbI, YIPABJSIONIME TPAHCIIOPTHBIMM TOTOKAMM W TIPMHUMAIOIIME DellleHue 00
M3MEHEHUM TapaMeTPOB YIPaBIEHMUsI, HOJDKHBI IMOJYYaTh AOCTOBEPHBIE M aKTyalbHble NTaHHbIE 00 MHTEHCHMBHOCTU
Tpadrka. C IeJbl0 TOYHOTO OIpele/ieHHs] MHTCHCUBHOCTH TPAaHCIIOPTHOTO NIBMIKCHUsT ObLia pa3paboTaHa CUCTeMa
aBTOMaTI/I3I/IpOBaHHOﬁ 06pa6OTKI/I JAHHBIX BUIEOpAIa C KaMeEp BI/IZ[COHH6J'[IOI[CHI/I9I II0JIOCBI TOPOXHOTO IBUXKCHMUS.
WHTEeHCUBHOCTh TPAHCIIOPTHOTO [BVDKEHWSI OTIPEHEJIEeTCS pa3pabOTaHHBIM METOMOM TIONTYYEHUs TOKa3aTesst
3arpyKeHHOCTH TPaHCTTOPTHOTO nBrikeHUsI (7LCR) 110 TaHHBIM, TTOTYYeHHBIM B pe3yJIbTaTe 00paboTKM Kaapa BUAeOpsia
¢ MCTOJIb30BaHMEeM HelipoceTn U-Net. Pe3ynbraThl MCCleOBaHUIA TTOKA3BIBAIOT, YTO MPEJIOKEeHHAs METOIMKA CITOCOOHA
MTOICYMTHIBATh TPAHCIIOPTHBIE CPEICTBA C TOYHOCTHIO 99,35 MPOIIEHTOB.

Ieab crarbu. Llenpio Mccaen0BaHUS SIBISIETCST TTOBBIIIEHNE TOYHOCTU ONPEAEICHUS MHTEHCUBHOCTU IBIMIKEHHUS Ha
OCHOBE aHaJIN3a BUJEOMAHHBIX B PEXUME PEATbHOTO BPEeMEHU IMTyTeM aBTOMATU3MPOBAHHON 00pabOTKM BUIEOMAHHBIX,
MOJIyY€HHBIX C KaMep BUIEOHAOIIONEHUS TTOJIOCHI.

Mertoapl. PactiozHaBanue o0pa3oB, MOAECIMPOBaHNE, UCKYCCTBEHHBIN MHTEIJICKT, aHAJIU3 TaHHBIX.

Pesyasratel. Pa3paGoraHa WMHGbOpMallMOHHAs TEXHOJIOTHMS OIpeneeHUs] MHTEHCUBHOCTU TOPOXHOIO IBHMKEHUS
110 TaHHBIM BUAEOPsIA, IMTOCTYMAIOIIMM ¢ BUIeOKaMepbl HaOmoneHus. [IpeaioxkeHHas: cucTeMa YCMellHO MoAcuuTaia
TPaHCIIOPTHBIE CPEICTBA C BBICOKOM IIPOM3BOAMTEIBLHOCTBIO, HAIPMMEpP, CPEIHWE 3HAYCHUST F-Mepbl M TOYHOCTH
nocturau 0,9967 u 0,9935 cOOTBETCTBEHHO.

BoiBogpl. B 1aHHOM KccienoBaHuM pa3paboTaHa TEXHOJOTUS ONPENeeHUsI UHTEHCUBHOCTU JOPOXHOTO IBUXEHUS
110 JaHHBIM BUACOPsiAA, IMOCTYIIAIOIIMM C BUACOKAMCPHBI HEIGJHOZ[CHI/IH. YCOBepH.ICHCTBOBaHHHﬁ AJITOPUTM OIIPCIACIICHUSA
ToKa3aTesIsl 3arpyKeHHOCTH TPaHCIOPTHOro y4yactka 7LCR T03BOJISIET YYUTHIBATh TOJBKO aBTOMOOWMIIM, KOTOPBIE
TIIBUXYTCS TI0 MCClieyeMol rmojoce. Pa3paboTaH MeTom onpeaeieHust MHTEHCUBHOCTHU TOPOXKHOTO IBUXKEHMSI HA OCHOBE
ITOCJICIOBATEIbHBIX 3HAYCHMI TT0Ka3aTeJIsl 3aTPYKEHHOCTH.

IMocnenoBaTenbHOCTh 00pPabOTKM M TpeoOpa3oBaHUil TAHHBIX COCTABISIET HOBYIO TEXHOJOTUIO OIpeaesieHus
VHTCHCUBHOCTU OOPOXKHOIO IBUXKXCHUSA U obecrieunBaeT BBICOKYIO TOYHOCTb OLCHKM HMHTCHCUBHOCTU IOBUXCHUA
TPAHCIIOPTHBIX CPCACTB HA Y4aCTKEC JOPOXKHOTO IBUXKCHU . HpennoerHaﬂ CHUCTCMaA YCIICIITHO ITOACYMTaJIa TDAHCIIOPTHEIC
CPEJICTBA C BBICOKOU TMPOM3BOIUTENBHOCTBIO, HATIPUMED, CPeHME 3HaYeHUs] F-Mepbl U TOYHOCTb aocturiu 0,9967 u
0,9935 cOOTBETCTBEHHO.

B manpHEHIIMX MCCASIOBAHUSX HEOOXOomMMa pa3paboTKa IPOrpaMMHOIO MOJYJISI, KOTOPBIA Peajn3yeT aJropuTM
TIPOTHO3MPOBAHUS TIOKA3ATeJIsI 3aTPYKEHHOCTH C YIeTOM BCETO Habopa MaHHBIX.

Karouesvie caosa: anaiuz u3obpadxceruil, UHMEHCUEHOCMb MPAHCHOPMHO20 OBUNCEHUs, NOKA3aMenb 3a2pPyICeHHOCMU
mpancnopmuoeo deuxcenus, TLCR, neiipocemo.
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