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DYNAMIC VALUATION MODELLING

OF COST AND ELECTRICITY CONSUMPTION

OVER LOCAL OBJECTS WITH INTELLECTUAL GOVERNANCE

The work is devoted to the further development of the theory of intelligent electric power management systems construction for local
objects with several heterogeneous (traditional and renewable) energy sources. The scientific idea is based on the use of modern
information systems and technologies and is to improve the energy efficiency of the micro-energy networks of local objects based on
the dynamic estimation of the real-time electricity cost and the transmission of this information to the user with the agreed discre-
tion for matching the load schedule (or demand schedule). The method of dynamic planning of energy use in micro-energy systems
and principles of building intelligent energy management systems of local objects are developed, on the basis of which the user will
be able to control the load levels in real-time and optimize the energy costs, which in turn will lead to balancing of the microelectric
network and increase the efficiency of its functioning. It is proved that the proposed solutions for the formation of control and tech-
nological functions can be used to improve the intelligent control systems in technologies smart microgrid, smart house, etc.

Keywords: microenergy networks, local energy object, renewable energy sources, dynamic modeling of electricity cost, intelligent
control system, dispatching-technological functions.

prices. This, in turn, contributes to the continuous
growth of renewable sources share in the genera-
tion structure and creates the preconditions for the
development of modern directions for improving

Introduction

Traditionally cost-effective tools for managing
electricity demand are differentiated tariffs, pri-

marily in the daily and seasonal segments. In this
case, the cost indicators of expected system ef-
fects are compared with the profitability of energy
companies and the decline in demand during peak
periods. However, there has been a recent increase
in demand and, as a consequence, in electricity

the energy efficiency of individual objects net-
work’s operation through the optimal use of energy
resources.

An example of such structural changes in the
functioning of the distribution grids in Ukraine in
recent years has been the widespread introduction
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of grid-based solar power plants, whose installed
capacity does not exceed 30 kW, and is intended for
partial power supply of local facilities and genera-
tion and electricity sale in the grid at a “green” tariff.
During 2015-2017, the total number of registered
home solar electrical stations (SES) has increased
more than 14 times [1]. The National Renewable
Energy Action Plan plans to increase solar power
capacity by 2020 to 2 300 MW [4]. The emergence
of such energy islands creates certain peculiarities
regarding their optimal functioning. The peculia-
rity of the operation of local objects micro-energy
networks (MENSs) is caused by the connection to
the low voltage network of distributed generation
sources, energy storage, and consumer-control-
led load. At the same time, an important feature
of MEN is the ability to work in parallel with the
main distribution network (power system), auto-
matically switch to the isolated mode and resume
synchronization with the network. The conditions
for such switching can be technical reasons (main-
ly, emergencies, lower quality of electricity of the
main grid, etc.) and reasons related to the cost in-
dicators of local power supply (differentiated daily
tariffs availability of the main network, use of re-
newable sources and energy storage and etc.). One
of the important features of intensively introduced
smart grid technologies is the operation of the grid
through the close interaction between centralized
and distributed (decentralized) generating capaci-
ties, forming integrated distribution networks that
will become participants in the electricity and
power market. [5, 9].

It is obvious that the monitoring and regulation
of MEN in real-time will provide information ex-
change and allow management of energy balance
between sources to be worked out within a certain
time interval, and consumers, in this case, will have
the opportunity to adjust their demand through
scheduling real-time load based on cost criterion
(current electricity price). Smart grids will effec-
tively cover growing consumer demand by increa-
sing electricity generation from distributed gene-
ration. In doing so, power management of such
local facilities must be based on new principles
that combine intelligent algorithms with integrated

communications infrastructure to generate opti-
mum real-time balance both on the demand side
and on the generation side.

Problem setting

As practice shows, the use of a “green” tariff most
encourages investors to install solar power plants. It
is important not only to adopt mechanisms at the
national level to stimulate the use of green ener-
gy by the domestic housing complex but also to
develop appropriate instruments for their efficient
use. Generation of solar power plants is limited by
natural factors (the level of intensity of solar radia-
tion depends on weather conditions, time of day,
etc.). However, a scientifically sound and well-
designed system for reconciling real-time electri-
city generation and consumption schedules can be
quite promising. Especially for maneuvering power
generation in peak and half-peak hour. The princi-
ples of managing the electricity consumption of lo-
cal objects should determine the dynamic price of
electricity, taking into account different time lags.
This will optimize the operation of MEN in the
efficient use of electricity and reduce the payback
period of the SES.

Therefore, dynamic energy flow management is
an innovative approach to managing on-demand
energy consumption. It incorporates the tradi-
tional principles of energy management in combi-
nation with demand response, taking into account
the technical capability of generating distributed
SRs, integrated into a united structure, making it
possible to make real-time decisions on-demand
adjustment (especially in peak and half-peak time
periods) based on the present value of electricity.
This is achieved through the creation and imple-
mentation of integrated intelligent control systems,
which will include high-tech communications and
distributed generation controls and “smart” end
devices to monitor power levels and make manage-
ment decisions to dynamically control the entire
electrical system.

The direction of such systems development is
combined by the step-by-step expansion of the
range of optimization tasks, suitable for real-time
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implementation (with small monitoring and fore-
cast intervals), taking into account the regimes
and defining the constraints, analyzing the gene-
ration and demand volumes, their dynamic re-
finement and forming recommendations for
users, creating software for their practical imple-
mentation. Operations staff (user) maintains an
information-based model of the control object
by implementing dispatching technological func-
tions in an environment-higher adaptive software,
which reflects the state of the object, the current
controlled parameter, and the possible choice of
control effects (choice of modes or scenarios,
setting up automatic control circuits, etc.). In the
general case, the task of managing a local facili-
ty’s power supply in normal modes is to reduce
the peak load with a maximum redistribution of
part of it to another time interval (primarily du-
ring a period of sufficient generation by renewable
sources), or a corresponding change in demand
(redistribution of the electricity schedule). At the
same time, systematic justification of the demand
management of such consumers-regulators should
be performed, taking into account the additional
capital and operating costs on the consumer side,
necessary to change the existing electricity con-
sumption schedule and to save the costs of elec-
tricity supply through the optimal use of genera-
ting capacities of the sources and network capaci-
ties at designated time periods.

Purpose of the study

The aim is to develop a method of decentralized
dynamic energy use planning and to justify the
principles of building intelligent energy mana-
gement systems for local facilities by optimally
matching demand (power schedules) and dynami-
cally changing real-time electricity costs to im-
prove energy efficiency of micro-energy systems.
The achievement of the goal is based on the use of
modern information-analytical technologies, their
software and technical implementation to create
an automated system for forecasting, planning and
scheduling the operation of MEN in online (day),
medium-term (month-quarter) and long-term
(year) modes.

Analysis of recent
publications by research topic

Well-known studies concerning the optimization
of the functioning of intellectual networks are pre-
sented in [6,8]. Thanks to the exchange of informa-
tion in real-time, consumers can directly formulate
(adjust) the schedule of their current receivers to
change the price for electricity. Elastic supply of
electricity prices through the introduction of in-
telligent algorithms for automated power manage-
ment is defined as a function of demand. In [7, 10,
16], models of technical means and algorithms for
their management for power consumption planning
of selected current receivers are proposed, taking
into account the amount of energy consumed and
the time interval at which they are used in order to
minimize the electricity supply total costs. The re-
sponse to demand for electricity based on the price
of electricity should be consistent with optimal
energy use (supply) at specified intervals.

The publication [11] presents the results of
real-time electricity pricing modelling that pro-
vide quantitative and qualitative characteristics of
economic and environmental benefits by provi-
ding end-users with the ability to reduce electri-
city costs by responding to fluctuations in time of
day. Studies [6,7] have shown that users’ lack of
knowledge about how to respond to price changes,
as well as the lack of effective automation systems
for such processes, have become major barriers to
harnessing the potential benefits of real-time elec-
tricity billing. To solve this problem, it is proposed
to introduce an automatic electricity consumption
planning system to achieve the desired compro-
mise between minimizing electricity billing and
minimizing the receiver’s standby time when prices
are known in real-time. [17] proposed a model for
the optimal planning of electricity consumption
using an elastic distribution of power generation to
minimize the price of electricity. A new approach
to dynamic pricing in renewable energy islands was
proposed. The concept of the conditional dynamic
tariff as a criterion for the efficiency of local opera-
tions and the results of analytical studies of MEN
management was introduced. In [5], these princi-
ples have been substantially expanded and further
developed.
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As noted above, the planning of electricity pro-
duction and its harmonization with the electri-
city consumption schedule is one of the main tasks
of intelligent MEN control systems and the basic
condition for their design. This paper is focused on
the development of this idea, taking into account
the results of the research presented in [17]. The
principles of energy efficiency management using
smart systems are exemplified by the MEN of a
local facility using the SES. Although general ap-
proaches are also valid for any other structure of
heterogeneous energy sources.

The main results
of the study and their justification

The widespread introduction of modern energy
management tools for local entities in their rela-
tionship with external energy sources has necessi-
tated the development of fundamentally new opti-
mal management tools. The most promising today
are the intelligent systems with the ability to im-
plement dispatch and technological functions, cre-
ated using methods of mathematical modelling of
situations. We are currently reviewing the control
and technological management of a local renew-
able site facility for five-time lags, including daily
(30-minute discretion) monitoring of weather de-
pending on the season, climatic zone, geographical
location, and more. (the average monthly indica-
tor relative to the season during the day, Fig. 1, a,

Time, month

b

in the weekly, seasonal, annual (annual data sets,
Fig. 1, b and long-term time intervals (Fig. 2). For
the day-to-day management level, our system pro-
vides moments of change in the direction of energy
flows between MEN sources and the overall net-
work, and also predicts times when the cost of elec-
tricity for consumers of a local entity will change.
Let’s call these moments “in-out”, which will mean
“purchase and sale” of electricity for the user.

In order to develop and apply the algorithm
of an intelligent control system within a day, it is
necessary to have forecasts for at least the following
real-time time parameters:

= the moment L of transition of the solar power
system from the active state to the passive one due
to the decrease in the intensity or absence of solar
radiation;

= the moment L of transition of the solar power
system from the passive state to the active one due to
the increase of the intensity of the solar radiation;

= the length of time [tap, tpa] between the specified
transition times from one state to another.

The procedures for modelling the processes
of dynamic estimation of the cost and electricity
consumption of local energy objects in order to
optimize them are as follows.

1. Real-time prediction of the following time
parameters, that is, the daily control level with 30-
minute sampling:

= the moment 1, of transition of the solar power
system from the active state to the passive one due
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to the decrease in the intensity or absence of solar
radiation;

= the moment L of transition of the solar power
system from the passive state to the active one due to
the increase of the intensity of the solar radiation;

= the length of time [z, 1] between the specified
transition times from one state to another.

2. Building an intelligent technology for
recognizing and constructing a decisive rule for
the affiliation of the current situation to one of the
previously trained clusters, the centers of which are
the cost of electricity produced or consumed.

It is obvious that these moments do not occur
instantaneously and such phenomena do not have a
pronounced cyclicality. To do this, there are certain
prerequisites that need to be linked systematically,
and which change in “in the ensemble” may
cause one or another switching moments t, Or
. Moreover, since for different MEN can be
previously unknown relevant factors that actually
influence the moments 1,001, in order to solve the
prediction problem, it is advisable to use inductive
the group method of data handling (GMDH)
algorithms [2,13—-15]. A general approach to
solving this problem was presented in [17].

To solve problem 1, we use a modified and
improved inductive algorithm for predicting so-
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called “rare events” [14]. By a rare event x, we
will mean exactly the moments 1,0t that is, the
beginning of periods of energy sales or purchases
from the network.

The formulation of the problem of prediction
of moments 1,001, formally can be described as
follows.

Let that if the results of monitoring the parame-
ters of a system on the interval 7, = [z, 7 ] have an
event that occurred n times x, i = 1, 2, ..., n. Let
also that a sufficient amount of statistical material
is recorded such that the interval 7, can be divided
into n intervals: 7, = [to,tsl,...,tsii‘, [N tsn],
where £ is the moment of occurrence of the i-th
event. Such a breakdown is logical, given the as-
sumptions that for the [z, 7 ] interval the event
x, occurred only once. Further, each interval
[, . 2,1 is divided into / even narrower intervals
Af = [tfH, t;.] =const, j =1, 2, ..., [ and its nodes
control the parameters of the factors acting on
the object and measure the parameters of the cur-
rent state of the object. Thus, in our case we have
a set of n moments of occurrence of events x,
i=1, 2, ..., n. The purpose of this stage of mod-
elling is to predict the (n + 1)-th time moment at
which an event x may occur, which is precisely

n+1)
the moment of switching moments 1,001,
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Algorithm for predicting switching moments
£, 00t .

The following problem can be described using
the regression equation as follows [14]:

Yy = f{xl(())’xl(—l)’""xl(—tl)’

Xa(0)> Xa(-1)2 00 Xo(ry) 2

o))

Xo0)2 Xm(1y2 o> X, )2 03

where Y, is the original (predictive) value, x,
i =1,2, .., mare the arguments, t _is the “de-
lay” of each argument taken into account, 0, is the
vector of the estimated parameters.

A more compact representation of model (1)
could be:

fO)=y,=(X,0). )

The important differences between this approach

and traditional forecasting procedures are:

=  there are no delayed output arguments Y,
among the function arguments f{-);

= the initial value is the time between the last
observation (control measurement) and the onset
of the “rare event”.

The times 1, 0rt, are either closely related and
dependent on the current weather situation and
time to day. From here, it is necessary to constantly
monitor the environmental parameters that were
included in model (1) for this particular site. This
will allow us to build an in-out transition rule for
any local energy island participant. Recall briefly
the procedure for forming a decisive rule in re-
cognizing a new situation in order to determine the
monetary equivalent of the decision.

Let the current situation o, € Q, where ®, €,
i=1,..,n,j=1,...,m corresponds to the optimum
according to (1) the moment of switching t, Or
Ly Let's also assume that the completed educatio-
nal stage and the database already have the results
of inductive clustering [3] and received K clusters
with m centers that are monetary equivalents of
switching results and represented in place R".

The current situation for this local object
belongs to the k-th cluster if:

d(o,,m)<d,,m), k,s=1,...K, k#s. (3)

Considering that the calculation (3) should be
performed only on the axis x, of the target features
[14], the resultant centers of clusters from place R”
are projected into place R! and expression (3) be-
comes:

d(x,,,m, ) <d(x,,m,), k,s=1,....K, k#s (4)

where m , k=1, ..., Kare the centers of the clusters
on the axis x , that is, the monetary equivalent of
the switch result.

The minimum recognition error criterion A*(€2,)
can be written as [4]:

A*(Q,)=)8] - min, (5)
Q,
. {1: d(xgl’mk(/)) > d(x;/»ms(l)) ©6)
0, d(x;l’mk(l)) < d(x;,,ms(,)) ’
where:
k#s, k,s=1,..,K o eR,,
or:
J, :[x;, =] 0),* €Q,, (7)

where x;, is a value of the target, that is, the cost of
electricity saved for its own consumption or sold by
a specific producer / consumer.

Thus, based on the obtained solution, it is possi-
ble to determine the value of the initial value x, for
the current situation co,* , which, of course, did not
participate in the training:

mKind[(mk,m*) /ST (X)] - x, - 8)

As shown by the results of modelling, coor-
dination of energy planning and use of the filter
of current prices for electricity (including on the
basis of the forecast), it leads to a significant re-
duction of costs for electricity supply to consu-
mers, allows to optimize scenarios of “genera-
tion-demand” processes taking into account peak
and half-peak periods. Consolidated statistical
arrays of observations of solar radiation intensity
were used as the baseline data for the functioning
of the heterogeneous sources used in the adopted
model (according to “Avante “ LLC, Kyiv). For
each month, electricity generation volumes were
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calculated based on the intensity of solar radia-
tion over the selected time interval. As a result of
modelling, the dependencies of the present value
of electricity for 75 studied variants of the source
composition system with and without SES for the
Kyiv region are shown (Fig. 3).

As can be seen, the increase in the efficiency of
the MEN operation for the calendar year (reduc-
tion of the unit cost of electricity under compara-
ble conditions) reaches an average of 13,9%. The
range of change of the present value of electricity
of a local object in the billing period is from 1,25
to 3,7 UAH.

Conclusion

The optimal design of heterogeneous power sup-
ply systems is complicated by the indefinite gene-
ration of stochastic renewable energy genera-
tion and the time-varying demand for electric-
ity. Obviously, the structural configuration and
efficient management of multiple-source MENSs
must be based on real-time demand-side mat-
ching and dynamic energy planning. In order to
make effective use of renewable and traditional

sources, this paper proposes an approach to solve
the problem of managing electricity consumption
on the basis of reconciliation of its own electricity
production and demand at the level of the micro-
energy system, which creates the preconditions
for the implementation of practical principles of
local objects energy management.

As a result of the study, regularities of the cur-
rent cost influence of MEN electricity on the
formation of the local object load schedule by
coordinating the generation of heterogeneous
sources and planning of energy consumption by
using the filter of the electricity cost dynamic es-
timation. This leads to a significant reduction of
the costs for electricity supply and allows to opti-
mize “generation-demand” scenarios, taking into
account, first and foremost, peak and half-peak
periods. Information on the determined dyna-
mic cost of electricity for the selected time inter-
val and the implementation of the relevant dispat-
ching and technological functions will allow ma-
king the automated intelligent system operational
decisions taking into account the belonging to a
certain price cluster of the model and will provide
the user with current control over the formation of
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its own load schedule. This, in turn, will increase
the user’s motivation for such optimization, since
MEN’s energy balancing will lead to a significant
reduction in the cost of supplying the local facili-
ty. It is proved that the widespread introduction
of MEN with heterogeneous (traditional and re-
newable) sources requires a comprehensive opti-
mization approach based on the real-time cost of
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MOZIEITIOBAHHA JUHAMIYHOI'O OUIHIOBAHHA BAPTOCTI
1 CIOXKMBAHHS ENEKTPOEHEPTII JIOKAJTbHUX OB’€KTIB 3 IHTEJIEKTYAJIbHUM YITPABJAIHHAM

Beryn. PoGoTa mnpucBsiueHa TOAQIBIIOMY PO3BUTKY Teopii MOOYAOBU iHTEJIEKTYaIbHUX CHUCTEM YIpPaBIiHHS
JIOKJIbBHUMU 00’ €KTaMM 3 KiJTbKOMa Pi3HOPITHUMMY (TpamUuIliiHUMU i TOHOBIIOBAaHUMM) Keperamu eHeprii. HaykoBa
iness 6a3yeTbCsA HAa BUKOPMCTAHHI CyJacHMX iHMOpMAaIiifHUX CHUCTEM i IMOJIITaE B IMiIBUIIEHHI eHeproe(eKTUBHOCTI
MIKpOEHEPreTUYHUX MEpeX JIOKAJbHUX 00’€KTIB HAa OCHOBiI IMHAMIYHOIO OLIIHIOBAHHSI BapTOCTI €JEKTpOeHeprii B
peasibHOMY Yaci Ta nepejadi i€l iHpopMallii KopucTyBaueBi 3 00YMOBJIEHOIO JUCKPETHICTIO IJIs Y3roKeHHs rpadika
HaBaHTaxeHHs (rpadika Mmomnury).

Mera crarti. MeTolo JOCTIIKEHHS € po3poOKa MeTOoay JeliEHTPali3oBaHOIO JIWHAMIYHOTO TLIaHYyBaHHS
BUKOPUCTAaHHSI €HEPTOpecypciB Ta OOIPYHTYBaHHSI TMPUHIUIIB IMOOYIOBU IHTEIEKTYaTbHUX CUCTEM YIIPaBIiHHS
€HEepProCIOXMUBAHHAM JIOKAIBbHUX OO’€KTIB IIISIXOM OINTHMMAJIbHOTO Y3TOMKEHHS MiX momnuToMm (TpadikaMu
€JIEKTPOCTIOXKMBAHHS) Ta AMHAMIYHO 3MiHIOBAHOIO BapTICTIO €JEKTPOCHEPrii y peaJbHOMY 4aci ISl MiABUILEHHS
eHeproe(eKTUBHOCTI MiKPOEHEPreTUYHUX CUCTEM.

Metoau. CuCTeMHUI MiJXia, CUCTEMHUIA aHaJIi3, iIHIYKTUBHI TEXHOJIOTiT MOIEIIOBAaHHS, EHEPreTUYHUI MEHEIKMEHT.

Pesyasratu. Po3po6sieHO METO JeUeHTPali30BaHOTO TUHAMIYHOIO TUIaHYBaHHSI BUKOPUCTAHHSI €HEPropecypciB B
MiKpPOEHEPTEeTUYHUX CUCTEMaX i OCHOBHI MPUHIIUIK MOOYIOBU iHTENEKTYaJIbHUX CHUCTEM YITPaBIIiHHS €HEePTrOCTIOXM-
BaHHSIM JIOKQJIBHUX 00'€KTIB, HA OCHOBI SIKMX KOPUCTYBA4 3MOXe KOHTPOJIOBATU PiBEHb HABAHTAXEHHSI B PEAIbHOMY
yaci i ONTUMi3yBaTh BUTPATU Ha €JIEKTPOEHEPrilo, 110 B CBOIO Yepry Mpu3Beae A0 OaJlaHCYyBaHHS MEpeXi i MiABUIINTD
eHeproeeKTUBHICTb 11 (PYHKIIOHYBaHHSI.

BucHoBKku. Pe3ynbrati 11bOTO AOCHiIXKEHHS TOKA3YI0Th, 1110 3aITPOMIOHOBAHI MPUHIMITY (DOPMYBaHHS AUCIIETYEPCHKO-
TEXHOJIOTIYHMX (PYHKIIII MOXYyTb OYTM BUKOPUCTAHi IS YIOCKOHAJIEHHS iHTEJEKTYalbHUX CUCTEM YIpPaBJIiHHS B
TEXHOJIOTISIX smart microgrid Ta iH.

Karouoei caosa: mikpoenepeemuuni mepessci, 10KaAbHUL eHepeemUutHULl 00 EKM, NOHOBAHBAAbHI dJcepena eHepeil, OuHamiuHe
MO0en8aHHS 6apMOCMI eeKmpoenepeii, iHmeaeKkmyaivHa cucmema ynpasainia, OUCnemuepcbkKo-mexHoA02iuHI QYHKYL.
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MOAEJINPOBAHUE JMHAMMWYECKOI'O OHUEHMBAHUA CTOMUMOCTHU U [TOTPEBJIEHUA
OJIEKTPOSHEPTMH JIOKAJIbHBIX OBbEKTOB C MHTEJIJIEKTYAJIbBHBIM YITPABJIEHWMEM

BBenenune. PaGota nocpsiiieHa AajibHeIIeMy pa3BUTUIO TEOPUM MOCTPOCHUSI MHTEUIEKTYAIbHbBIX CUCTEM YIIpaBICHUS
JIOKQJTbHBIMU 00BEKTaMU C HECKOJILKMMU Pa3HOPOIHBIMU (TPATUIIMOHHBIMU U BO30OHOBIISIEMBIMI) UCTOUHUKAMU SHEP-
ruu. HayuHast unest 6a3upyeTcsl Ha MCTTOJIb30BAHMU COBPEMEHHBIX MH(OPMALIMOHHBIX CUCTEM U 3aKJTI0YACTCS B TIOBBIIIIC-
HMM 5HePro3GhPEKTUBHOCTH MUKPOIHEPIETUUECKUX CETEM JTOKAIBHBIX OOBEKTOB HA OCHOBE JUHAMUYECKOIO OLIEHMBA-
HMSI CTOMMOCTH 2JICKTPOIHEPIUM B peaibHOM BpEMEHU U Tiepeaad 3TOi MHGOPMALIMU ITOJIb30BATEIIO ¢ 00YCIOBIECHHOM
NUCKPETHOCTBIO [Tl COIIacoBaHUs rpadrka Harpy3ku (rpaduka crpoca).

Ieab cratbu. Llenbvlo nccienoBaHus sIBIseTCS pa3padoTKa METoJA AELIEHTPaIM30BAaHHOIO TMHAMUYECKOTO MIaHu-
POBAHUS UCITOTH30BAHUST SHEPTOPECYPCOB 1 000CHOBAHUE TIPUHITUTIOB TIOCTPOSHUSI MHTEJUIEKTYaTbHBIX CHCTEM YITPaB-
JICHUSI SHEPronoTpedIeHNEeM JTIOKAJTBHBIX 00BEKTOB ITyTeM ONTUMAJIbHOTO COTJIACOBAHUS MEXKIY CITPpOCcoM (rpadpukaMmu
3JIEKTPOITOTPEOICHNUST) ¥ TMHAMUYHO MEHSIOLIECS CTOMMOCTBIO JIEKTPOIHEPIUU B PEaJIbHOM BPEMEHU [UIsI ITOBBILIE-
HUS SHeProahGEKTUBHOCTA MUKPOIHEPTETUIECKUX CUCTEM.

Metoabl. CUCTeMHBII MOAXOA, CUCTEMHbBIM aHalU3, UHIYKTUBHbIE TEXHOJOIMU MOIEIUPOBAHUS, dHEPreTHYC-
CKUI MEHEKMEHT.

Pesyabrarbl. PazpabotaH MeTo ACIIEHTPATM30BAHHOTO JMHAMUYECKOTO TIAaHUPOBAHMS MCIIOMB30BaHUS YHEPrope-
CypCOB B MUKPO3HEPTEeTUUHUX CUCTEMAaxX M OCHOBHBIC TIPUHIIUIIBI ITOCTPOCHUS MHTEJUICKTYAIBHBIX CUCTEM YITpaBICHUS
SHEProIoTpedIeHNEM JIOKAIbHBIX 00bEKTOB, HA OCHOBE KOTOPBIX I10J1b30BaTe/Ib CMOXET KOHTPOJIMPOBATh YPOBEHD Ha-
IPY3KHU B peabHOM BPpEMEHU U ONTHUMU3UPOBATh 3aTPAThl HA JIEKTPOIHEPIHIO, YTO B CBOIO OYepelb IIPUBEIET K OaTaH-
CUPOBAHUIO CETU U MOBLICUT dHEPTrod(hGHEKTUBHOCTD €€ (PYHKIMOHUPOBAHMSI.

BobiBompl. PesynbraTthl 3TOro UcCliemOBaHMs IOKA3bIBAlOT, 4YTO IPEMIOXEHHbIE MPUHIUIB  (HOPMUPOBAHMS
TIACTIETYEPCKO-TEXHOJOTUIECKUX (DYHKIINI MOTYT OBITh MCITOB30BAHBI TSI YCOBEPIIEHCTBOBAHUST MHTEIIEKTYaTbHBIX
CHCTEM YIIpaBJIEHUS B TEXHOJIOTUSIX Smart microgrid.

Karouesvie caroea: MUKPpOIHepeemuveckue cemu, NOKANbHbLIL 3Hepeemultecxua 066€Km, 80300H06A51eMble UCMOYHUKU SHepeuu,
JuHamuueckoe Mode/zupoeal-tue cmoumocmu INeKmposHepeuu, UHmenleKkmyanibHasa cucmema ynpaeneHusd, 0ucnemt¢epc:€0—
mexHoiocuveckue (ﬁyl—muuu.
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